9. THE FUNDAMENTAL PROPERTIES OF ((s)

9.1. REPRESENTATIONS OF ((s). Let us begin this section by noting that for Re(s) > 1
we have

Just as in (3.3.5) we find that with the terms grouped like this the right side converges
for Re(s) > 0. This defines an analytic continuation for ((s) except perhaps where s — 1
is an integer multiple of 27. In fact the analogy to (3.3.6) yields that the right side is
< |s|/Re(s).

Another approach is given by noting that if Re(s) > 1 then

(9.1.1) qugéq_szmiﬁﬂx

which gives an analytic continuation of ((s) to Re(s) > 0, and implies that |((s)| < |s]
provided Re(s),|s — 1| > ¢ > 0.

Exercises
9.1a.a) Combine (9.1.1) with exercise 2.2a.d to prove that

tin (6= 1) =+

(<) LY _
Pﬁ(cw)+s—1>_”
9.1b.a) Use (9.1.1) to deduce that ¢(3) = ¢(s).
b) Deduce that if ((o + it) = 0 then {(o — it) = 0.

b) Deduce that

9.2. A FUNCTIONAL EQUATION.

Lemma 9.2. For any a € R and x > 0 we have

(9.2.1) Z e‘”(”+a)2/90 — \/EZ e—anm—Ziwna.

neZ ne”Z
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Proof. By (7.3.2) we have, taking t = zu — a,

Z e—ﬂ(n+a)2/x — Z /OO e—w(t+a)2/x+2i7rmtdt

neZ mezZ v
2 5; o N2
S E : e—r(wm +2zma)/ e—wx(u—zm) du.
meZ -

If we change variables v = u — ¢m in the final integral we are integrating the function
2

e~ ™Y from —oo to oo along a path shifted a little bit up or down. The value of the

integral does not change since there are no singularities of this function, so its value is

fOO e—wmz)?dv — C/\/E , 1ettjng w = \/EU, where C = ffooo e_”wzdw. This gives (9.2.1)

— 00

with the right side multiplied through by C'; taking a = 0,2 = 1 we deduce that C' =1
and hence our result.

If we differentiate (9.2.1) with respect to a we obtain

(922) Z(n + a)efﬂ'(”JFa)Z/m — ix3/2 Z ne*T"’fLQQZ*QZ‘ﬂ'nCL.
nez nez

9.3. A FUNCTIONAL EQUATION FOR THE RIEMANN ZETA FUNCTION. Suppose that
Re(s) > 1. Writing w(z) = > 5, e~™°% we obtain from (9.2.1) with a = 0 that
2w(1/z) +1 = +/r(2w(x) + 1). Therefore

/01 25 L(z)de = /100 v 5L (1/z)de = /100 g3 (\/52_ Ly \/Ew@:)) da
1 1

Hence by (7.9.3) we obtain

W_SF(E)C(S):Z/O azg_le_mzxdx:/o r2w(x)de

]_ 1—s dl'

(9.3.1) _ ——)+/1 (% + 27 )w(a)

s(1—s

T

This equation is important for two reasons. Firstly since w(x) gets small very rapidly as z
gets larger, we see that the integral on the right of (9.3.1) converges for all s, not just those
with Re(s) > 1. Thus this formula provides an analytic continuation of I'(5)((s) except
at the points s = 0,1 where we get poles of order 1. Moreover, one can see that (9.3.1)
remains unchanged if we replace s by 1 — s. A convenient way to write this information is
to define £(s) := 3s(s — 1)m—2T(£)((s) so that &(s) is analytic and satisfies the functional
equation

(9.3.2) £(s) = £(1— s).



PRIMES 3

Now $I'(5) has no zeros (see section 7.9), and so the poles of (s — 1)((s) are the same as
those of £(s) (of which there are none). Therefore the only pole of {(s) lies at s = 1; and
if Re(s) < 0 then ((s) has trivial zeros at s = —2, —4, —6, . ..

Exercises
9.3a. Use (7.9.5) to rewrite (9.3.2) as (1 —s) = 2! 757~ %(cos 55)['(s){(s).

9.4. A FUNCTIONAL EQUATION FOR MODULAR FUNCTIONS. For f(z) = Y o, ¢,e*™"%
define the Mellin transform as

A(s, f): = /000 f(iz)z* tdz = ch /000 e 2z 51y

n>1

) n; amye L 8) 1= @M L)L, f),

changing variable ¢t = 2wnz, where L(s, f) := Zn21 cn/n®. Now suppose that f satisfies
f(—1/t) = £t¥ f(t) for some even integer k. Taking t = iz we obtain f(i/z) = £(iz)* f(iz),
so that

1 00
A(s, f) = ii_k/o f(i/2)z°"t"kdz —|—/1 fliz)z*"tdz

00 0o 00 dz
::I:-fk . k:flfsd . sfld — :l:-fk k—s s o) —
T sy [ gt = [ e ) fi

z
Therefore A(k—s, f) = £(—1)*/2A(s, f). We would like this integral to converge absolutely
for all s, which can be proved in certain interesting circumstances.

More generally one has a functional equation like g(—1/(Nt)) = £N*/2tkg(t). Writing
u = /Nt and f(z) = g(z/v/N) one has f(—1/u) = +u* f(u), which takes us back to the

situation above.

9.5. PROPERTIES OF &(s). Using section 9.1 and Stirling’s formula we see that for £(s)(=
35(s—1)m2T(£)((s)) we have log [£(s)| ~ |s|log |s| for Re(s) > 1/2, as |s| — co. We also
get this inequality in Re(s) < 1/2 using the functional equation (9.3.2). Therefore &(s) is
an analytic function of order 1 and so we can write

(9.5.1) §e)=e® P ][ (A =s/p)er

p: &(p)=0

by (7.4.3). The zeros of £(s) are precisely the non-trivial zeros of ((s); that is, the zeros
in the critical strip 0 < Re(s) < 1, the others having been cancelled by the zeros of I'(3).
From section 7.4 we know that > = ., 1/|p|tte
> €(p)=0 1/|p| must diverge, else, as noted at the end of section 7.4, we would have the
bound log |((s)| < |s|. (Note that this implies that ((s) has infinitely many zeros in the
critical strip.) Taking the logarithmic derivative of (9.5.1) gives

(9.5.2) il((j)) =A+ Y (L + 1) :

S —_—
p: £(p)=0 pr

converges for every € > 0. However
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so that, by (7.9.4) we obtain, noting that the zeros of ((s) are precisely those of £(s)
together with the trivial zeros —2, —4, —6, ...,

¢(s) 1 11
(95.3) WL ¥ (40).

p =0 T PP

where A’ = A+ 2 + Llogm. By (9.3.2), we have g((ss)) + %/((11__;)) = 0, and that if {(p) =
then (1 — p) = 0; hence, by (9.5.2),

0=24+ ) (L+1)+ > (% )—2A+2 >oo-

_ 1—5—
p: &(p)=0 L p's £(p')=0 TP pr &(p)= 0

adding the terms 1/(s — p) and 1/(1 — s — p’) where p’ = 1 — p. Therefore

(9.5.4) A=— >

p: £(p)=0

| =

We have seen that this sum does not converge absolutely, but if we pair up the p and
1 — p terms, or the p and p terms, then it does. Note that if p = 3 + iy then Re(1/p) =
B/(3% +~?), so every term in the sum in (9.5.4) is negative, and therefore A < 0.
Exercises

9.5a. In this exercise we evaluate A and B in (9.5.1).

a) Use (7.9.5) to show that I'(1/2) = 7!/2, and deduce, using the definition of &, that e? = £(0) = £(1) =
1/2.

b) Use (9.5.2), the functional equation, and exercises 7.9a and 9.1a and to show that A = £/(0)/£(0) =
—¢'(1)/€(1) = §logdr — 1 — F = —.0230957084.. ...

¢) Deduce, using (9.5.4), that if {(p) = 0 with Re(p) > 1/2 then |p| > 6.580128218. ...

9.6. A ZERO-FREE REGION FOR ((s). We begin by proving that (1 4 it) # 0 for all real
t. This was the final step in the proof of the prime number theorem in 1896, and the proof
is quite beautiful. Starting from the Euler product we have

log ((o +it) = — Z log (1 - U+2t> Z Z mpm(0+zt)

p prime p prime m>1
for o > 1, so that
tl
(9.6.1) log [((o +it)] = Re (log (o +it) = > Y =08l cos(m ng .
p prime m2>1

Now if {(1 +it) = 0 then (9.6.1) yields that the cos(mtlogp) have a bias as we vary over
prime powers p™, pointing significantly more often in the negative than positive direction.
But this implies that cos(2mtlog p) should point significantly more often in the positive
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than negative direction, so that {(142it) is unbounded, which we know is impossible. The
proof (of Mertens) that we now give formalizes this heuristic. The first thing to notice is
that for any 0,

3+ 4cosf + cos20 = 2(1 4 cos ) > 0,

so that 3log|((o)| + 4log |((o + it)| + log |((o + 2it)| > 0 by (9.6.1), and hence
(9.6.2) C(a)? - |¢(o +it)[* - |C(o + 2it)| > 1.

Now assume that ((1 + it) = 0 so that ((o + it) ~ C(c — 1)" for some integer r > 1
and constant C' # 0, as 0 — 1. We also know that ((o) ~ 1/(0c — 1) as ¢ — 17. But
then (9.6.2) implies that there exists € > 0 such that if |0 — 1| < € then |((c + 2it)| >
1/(2C*(o0 — 1)4773) > 1/(2C*(0 — 1)). This implies that 1 + 2it is a pole of ((s), giving a
contradiction.

We can extend this proof to obtain a zero-free region for ((s), that is a region of the
complex plane without zeros of ((s). Now, by (9.5.3) and exercise 7.9¢c, we have

¢'(s) 1 1 1
(963 o T ik rows 3 (2+1).
0<Re(p)<1

Now Re(1/p) > 0 as 0 < Re(p) < 1, and if Re(s) > 1 > Re(p) then Re(1/(s — p)) > 0.

Suppose that s = o +it where o > 1 so that Re(¢’(s)/{(s)) > Re(1/(1—s))—log|s|+O(1);

and if (8 + it) = 0 for some 5 < 1 then we can add a 1/(c — ) to the lower bound.
Next we again use the cosine inequality, this time with the series

—Re( ;3 ) Z log:p Z cos mtlogp ’

p prime m>1
so that
¢'(o) ¢'(o +1it) ¢'(o + 2it)
Assuming that ((8 +it) = 0 and o is close to 1, this is
(9.6.5) <3 L stos(lt+2)+ 01)
c—1 o-p

since Re(1/(c +it — 1)) < 1/]t — 1| < 1. Selecting ¢ = 1+ 1/(101og(|t| + 2)), we deduce
that

1 1
(9-6:6) P g 1 2) T¢ <<1og<\t| T 2>>2> |

Since there are no zeros near to o = 1 (by exercise 9.5a.c), one can prove by these methods,

the more convenient )

<l— —/——F———.
b= 71log(|t| + 2)
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In 1922, Littlewood enlarged the width of the zero-free region to > loglog |t|/log |t|,
and in 1958 by Korobov and Vinogradov to > 1/(log|t|)?/3%¢, a central result that has
not been improved in fifty years.

9.7. APPROXIMATIONS TO (’(s)/((s). Following (9.5.4) and (9.6.3) we have

1 ! 1
(9.7.1) Z 1 ¢ (s) +log |s| + —— 4+ O(1).
= s=p ((s) s—1
p: ((p)=0
0<Re(p)<1

The right side equals logT + O(1) when s = 2 4+ 4T for large T. For 0 < 8 < 1, the real
part of 1/(2 +4T — (B +1v)) is (2= 8)/((2 = 8)* + (T —7)?) =2 1/(4 + (T — 7)?), and so

1
7.2 —— <logT 1).
(9.7.2) > rm—ap SlesT+00)
p: C(B+iv)=0
0<p<1

We deduce that there are < 8logT + O(1) zeros [ + iy for which [T — ~| < 2.
Now take (9.7.1) with s = o + ¢T" (which is not a zero of ((s)) and ¢ bounded, and
subtract (9.7.1) with s = 2 4+ ¢T". The terms corresponding to a zero p give

1 1 ‘ B 2—o0 < 2—o0
s—p 2+iT—p| |s—p|-[24+iT —p| = |T —~[*
We will use this bound when |T" — «| > 2; and note that 1/|2 4+ ¢T"— p| < 1 for all such p
by considering the real part. Therefore for s = o + iT" we deduce from (9.7.2) that

¢'(s) 1 1 2(2 - o)
(o - 2 sp|S 2 Py +p.z_ irr e oW

e s —pl
p: C(p)=0 p: £(p)=0 £(p)=0
|T—~|<2 |T—~|<2 |T—~|>2
(9.7.3) < (12 =20)logT + O(1)

Suppose that we select s which is not too close to any zero of ((s), that is |s — p| >
1/log T for every p such that {(p) = 0. Then the contribution of the sum on the left side
of (9.7.3) is < (log T')?, as the sum contains < log T terms, and so we can deduce that for
lo| <2

(o +it)

(9.7.4) ot

‘ < (log(|t] +2))%.

If 0 < —1 we can do better by using the functional equation as presented in exercise 9.3a.
Thus if s =1 — (o +it) then

(-5 _ m TN, Dls) | ()
=9 —log(2m) — Etan (58) + +

1
(975) - m —+ log |S| —+ 0(1)
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using exercise 7.9c, where 2m is the even integer nearest to —o.

9.8. ON THE NUMBER OF ZEROS OF ((s). We know that ((s) has the same zeros in the
critical strip as £(s); and £(s) has the advantage that it is analytic. Therefore the number
of zeros, N(T), of ((s) inside C':={s: 0 < Re(s) <1, 0 <Im(s) <T'} is given by
/
(9.8.1) Ny = = f £
2im Jo &(s)
by the argument principle as discussed in section 7.5, so long as there are no zeros on C:
We showed in section 9.6 that £(s) has no zeros with Re(s) = 1, which implies via the
functional equation (9.3.2) that ((s) has no zeros with Re(s) = 0. By exercise 9.5a.c there
are no zeros in this region with Re(s) = 0 (or even small). We need only to make sure that
there is no zero with Im(s) = 7. Now, from (9.3.2) we know that £(s) = £(1—s) = £(1 —5);
in particular £(o +it) = {(1 — o + it); and so the change of argument as we proceed along
the path P which goes from 1/2 to 1, then 1 to 1 4+ ¢T", and then 1 + ¢T to 1/2 + iT,
is the same as when we proceed around the rest of C. Moreover &(s) is real-valued (by
definition) and positive for —1 < s < 2 since it has no zeros close to 0, hence there is no
change in arg(£(s)) as we go along this line. We have therefore proved that N(7T') equals
1 times the change in argument of {(s) along the path L which goes from 1 to 1+ T, and
then from 14 4T to 1/2 4T
For the next part of the calculation it is easiest if we widen C, to allow —1 < Re(s) < 2:
this does not change the value of (9.8.1) since there are no further zeros of £(s) in this
region, nor any of the arguments above. By definition arg(£(s)) = arg(s) + arg(s — 1) —
10% Im(s) +arg(I'(5)) +arg({(s)). Now the arguments of both s and s — 1 change from 0
to 5 +O(1/T). Stirling’s formula (see exercise 7.9a below) tells us that arg(I'(5)) changes

from 0 to % log (%) —-5+0 (%) Therefore

ds — % Ac(arg(¢(s)))

(9.8.2) N(T) = % log (%) + g +S(T)+0 (%) ,

where S(T) := 1 arg((3 + T (since arg ((2) = 0).
By exercise 9.8b we see that arg ((2 + ¢7T") is bounded, and so, using (9.7.3),

S(T) = (arg g(% +T) — arg C(2 + z’T)) +0() = — /MT Im (CI(S)> ds +0(1)

LT ¢(s)

2+iT 1
=— E / Im ( ) ds + O(logT)
LT §—=p

p: ¢(p)=0
|T—~|<2

= Z <arg(% +iT — p) —arg(2 + T — p)> + O(logT).

p: ¢(p)=0
|T—~]<2

Evidently each such change in argument contributes at most 7, and we have seen that the
sum has < log T terms, and so we deduce that

(9.8.3) S(T) < logT,
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which implies that

(9.8.4) N(T) = % log (226) + 0O (logT).

We deduce that

1 log T)?
(9.8.5) Y= s T)” | o).
= pl 2
p: ¢(p)=0
0<Re(p)<1
[Tm(p)|<T
Exercises

9.8a. Use (7.9.6) and the Taylor series for log(1 + z) to show that

1 T T T T 1
—41 ) I — ) — =7T + 1 — 1—-21 2 | — — 2T'1 — — .
°g< (4“2)) T +°g(2e>+ g( ”)“(2 Og(2e>>+O(T>

9.8b. Use (9.7.2) to show that N(T + 1) — N(T) < logT. Use this together with (9.8.2) to show that
N(T + 1) — N(T) > logT for at least a positive proportion of integers T. Deduce also that that there
exists t € [T, T + 1] which is at a distance > 1/log T from the nearest zero.

9.8c. Show that there exists a constant Ag such that if A > Ag then N(T'+ A) — N(T) < AlogT for all
sufficiently large T

9.8d. Prove that the argument of (2 + it) is bounded.



