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Introduction

For A,B subsets of an additive group Z, we define A + B to be the sumset {a +
b : a ∈ A, b ∈ B}, and kA to be the k-fold sum A + A + · · · + A of A. We also let
A−B = {a−b : a ∈ A, b ∈ B} and b+A = {b}+A for a single element set {b}, a translate
of A. Note that A − A is not 0 unless |A| = 1. We let k ¦ A = {ka : a ∈ A}, a dilate
of A. There are many obvious properties of “+” that can be checked like commutativity,
associativity and the distributive law A + (B ∪ C) = (A + B) ∪ (A + C).
Prove that k ¦ A ⊆ kA and classify when they are equal. Prove that |b + A| = |A|. Show that |A| ≤
|A+B| ≤ |A||B|. Describe the situations when we get equality. Improve this last upper bound for |A+A|
and for |A−A|.

We shall be most interested in understanding the size and structure of sumsets which
are subsets of the integers Z, often working with Z≥m (where A≥m denotes the integers in
A that are ≥ m), or of Z/NZ for some positive integer N . That every integer is the sum
of four squares of integers can be written down as 4Z2 = Z≥0 (where here Z2 denotes the
squares of the integers); if h(A ∪ {0}) ⊇ Z≥m for some m then we say that A is a basis of
order h for the integers, and thus Z2 is a basis of order 4. The Goldbach conjecture can be
written as 2P = 2 ¦Z≥2 where P is the set of primes, or even 3(P∪{0}) = Z≥2 ∪{0} (verify

this is indeed equivalent). The twin primes conjecture states that for every even integer k there
are infinitely many pairs of primes p, p+2k: verify that this can be rewritten as P≥m−P≥m = 2¦Z
for all m.

In this course we will be primarily studying what it means that A + A is small; that
is, if this is so then what it implies about A. We shall find that this implies that A has
a readily describable structure which can then be applied to various problems. There are
many open problems in this field that invite investigation; for example to fully understand
the structure of A + B when this sumset is “small”, in the case that B is significantly
smaller than A.

It is easy to see that if A ⊂ Z then |2A| ≤ |A|(|A|+ 1)/2, since the distinct elements
of 2A are a subset of {ai + aj : 1 ≤ i ≤ j ≤ |A|}; moreover 2A can be this large, for
example with A = {1, 2, 22, 23, . . . , 2n−1}. Prove that this is so, and give an infinite class of such

examples described simply by the growth of the elements of A. Moreover show that if we select a set A of

These notes borrow from those of Tim Gowers and Jacques Verstraete, Terry Tao and Van Vu, Ben
Green, and various published books
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n integers “at random” from {1, . . . x} with x ≥ n4+ε then |2A| will equal |A|(|A|+ 1)/2 with probability

→ 1 as n →∞.

So we have proved that “typically” |2A| is large and that it is only very special
circumstances that it is small. A key, but easy, result for getting a feel for our subject is
the following:

Lemma 1. If A and B are finite subsets of Z then |A+B| ≥ |A|+ |B|−1. Equality holds
if and only if A and B are each complete finite segments of an arithmetic progression to
the same modulus.

Proof. Write the elements of A as a1 < a2 < . . . ar, and those of B as b1 < b2 < . . . bs.
Then A + B contains the r + s− 1 distinct elements

a1 + b1 < a1 + b2 < a1 + b3 < · · · < a1 + bs < a2 + bs < a3 + bs < · · · < ar + bs.

If it contains exactly r + s−1 elements then these must be the same, in the same order, as
a1 + b1 < a2 + b1 < a2 + b2 < a2 + b3 < · · · < a2 + bs < a3 + bs < · · · < ar + bs. Comparing
terms, we have a1 + bi+1 = a2 + bi for 1 ≤ i ≤ s − 1; that is bj = b1 + (j − 1)d where
d = a2 − a1. A similar argument with the roles of a and b swapped, reveals our result.

If A + B is small, not as small as |A| + |B| − 1 but not much bigger, then we might
expect to be able to use a similar proof to prove a similar structure theorem. Try! After
a little play one quickly finds that A + B is small if A and B are both large subsets
of complete finite segments of an arithmetic progression to the same modulus. A further
interesting example is given by A = B = {1, 2, . . . , 10, 101, 102, . . . 110, 201, 202, . . . 210}, or
its large subsets. One observes that this can be written as 1+{0, 1, 2, . . . , 9}+{0, 100, 200},
a translate of the sum of complete finite segments of two arithmetic progressions. More
generally, define a generalized arithmetic progression C = C(a0, a1, . . . ak;N1, N2, . . . , Nk)
as

C := {a0 + a1n1 + a2n2 + · · ·+ aknk : 0 ≤ nj ≤ Nj − 1 for 1 ≤ j ≤ k}
where a0, a1, . . . ak are given integers, and N1, N2, . . . Nk are given positive integers. Note
that C(a0, a1, . . . ak;N1, N2, . . . , Nk) = a0 +

∑k
i=1 ai ¦ {0, 1, . . . , Ni − 1}. This generalized

arithmetic progression is said to have dimension k and volume N1N2 . . . , Nk. Notice that

2C(a0, a1, . . . ak; N1, N2, . . . , Nk) = C(2a0, a1, . . . ak; 2N1 − 1, 2N2 − 1, . . . , 2Nk − 1).

so that |2C| < 2k|C|. In fact this inequality generalizes to an C which is the “image” in Z
of that part of a lattice that is inside a convex, compact region of Rk.

If you try to find other sets A and B with A + B small then it seems you will be
out of luck. In the case that A = B this is the extraordinary insight of Freiman [5]: he
showed that 2A can be “small” if and only if it is a “large” subset of a “low” dimensional
generalized arithmetic progression of “not too big” volume1. This is the central result of
this course. Freiman’s 1962 proof is both long and difficult to understand. I believe that it
is fair to say that the subject did not progress as much as it might have done since people

1The terms inside quotation marks all need quantifying and this is not easy.
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had difficulty appreciating what Freiman had done. It was not until Ruzsa’s 1994 proof of
Freiman’s result, which is extraordinarily elegant and insightful, that the subject exploded
with new ideas and results. As we will see in this course, much of our development of the
subject stems from the wealth of ideas in Ruzsa’a treatment, and it is for this reason that
we call this main result “the Freiman-Ruzsa theorem”.
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Densities

For a given set of integers A = {a1 < a2 < . . . }, define A(n) = #{a ∈ A : 1 ≤ a ≤ n}.
As usual, the upper and lower densities are given by

d(A) = lim inf
n→∞

A(n)
n

and d(A) = lim sup
n→∞

A(n)
n

,

with the density d(A) = d(A) = d(A) if they are equal.
The Schnirelmann density of A is defined by

σ(A) := inf
n≥1

A(n)
n

.

Note that A(n) ≥ nσ(A) for all n ≥ 1.
Show that (i) σ(A) = 1 if and only if A ⊇ Z≥1; (ii) If 1 6∈ A then σ(A) = 0; (iii) If σ(A) = 0 then 1 6∈ A

or d(A) = 0; (iv) d(A) ≥ σ(A).

The Schnirelmann density is more combinatorially accessible than the regular notions of
density. However the two are easily related: Define σ>m(A) := infn>m

A(n)−A(m)
n−m , so that

σ(A) = σ>0(A).

Lemma. We have d(A) = lim supm→∞ σ>m(A).

Proof. Fix ε > 0. There are infinitely many n for which A(n) ≤ (d(A) + ε
2 )n. Given

m ≥ 2 + 2
ε take such an n > em so that

σ>m(A) ≤ A(n)−A(m)
n−m

≤ (d(A) + ε
2 )n

n− log n
≤ d(A) + ε.

Hence lim supm→∞ σ>m(A) ≤ d(A).
On the other hand suppose that σ>m(A) ≤ d(A) − 2ε for all m ≥ m0. Define m0 <

m1 < m2 < . . . as follows: Select mj+1 > mj so that A(mj+1)−A(mj)
mj+1−mj

= σ>mj (A) ≤
d(A)− 2ε. Therefore

A(mk) = A(m0) +
k−1∑

j=0

A(mj+1)−A(mj) ≤ A(m0) +
k−1∑

j=0

(d(A)− 2ε)(mj+1 −mj)

= A(m0) + (d(A)− 2ε)(mk −m0) ≤ (d(A)− ε)mk,

if mk > m0/ε; and so d(A) ≤ limk→∞
A(mk)

mk
≤ d(A)− ε, a contradiction.

We are interested in adding sets and obtaining a large sum. We will usually assume
that 0 ∈ A ∩B for this implies that A ∪B ⊆ A + B. In the next result we prove a simple
consequence of the pigeohole principle but rephrased here in our terminology.
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Lemma 2.1. If 0 ∈ A ∩B and σ(A) + σ(B) ≥ 1 then A + B ⊇ Z≥0.

Proof. Suppose not and let n be the smallest positive integer for which n 6∈ A + B: then
n 6∈ A∪B, and A and n−B are disjoint. Let C = A∪ (n−B) so that n− 1 ≥ C(n− 1) =
A(n− 1) + (n−B)(n− 1) = A(n− 1) + B(n− 1) = A(n) + B(n) ≥ σ(A)n + σ(B)n ≥ n,
a contradiction to the supposition.

Schnirelmann’s theorem. If 1 ∈ A and 0 ∈ B then σ(A+B) ≥ σ(A)+σ(B)−σ(A)σ(B).

A greedy proof. Given a ∈ A≥1 we count the number of elements in a + B ⊆ A + B just a
little larger than a. That is, if x > a then (A + B)(x) − (A + B)(a − 1) ≥ (a + B)(x) −
(a + B)(a− 1) = B(x− a) + 1 ≥ σ(B)(x− a) + 1. Therefore if 1 = a1 < a2 < · · · < ak ≤ n
are the elements of A ∩ [1, n] then

(A + B)(n) =
k−1∑

i=1

((A + B)(ai+1 − 1)− (A + B)(ai − 1)) + ((A + B)(n)− (A + B)(ak − 1))

≥
k−1∑

i=1

(σ(B)(ai+1 − ai − 1) + 1) + (σ(B)(n− ak) + 1)

= σ(B)(n− k) + k = σ(B)n + (1− σ(B))A(n) ≥ (σ(A) + σ(B)− σ(A)σ(B))n.

We can deduce that any set of positive density is a basis for the integers:

Corollary 2.2. If 0 ∈ A and σ(A) > 0 then there exists h such that hA ⊇ Z≥0. We may
take h ≤ 2d(log 2)/(− log(1− σ(A))e.
Proof. As σ(A) > 0 we know that 1 ∈ A ⊂ kA for all k ≥ 1; and we deduce, by induction,
from Schnirelmann’s theorem, that if 0, 1 ∈ A then 1− σ(kA) ≤ (1− σ(A))k for all k ≥ 1.
Now let k be the smallest integer for which (1 − σ(A))k ≤ 1/2 so that σ(kA) ≥ 1/2, and
then kA + kA ⊇ Z≥0 by Lemma 2.1.

The most famous consequence of this is Schnirelmann’s result that the primes form
an additive basis, a first step along the road to Goldbach’s conjecture. To prove this will
require a little sieve theory to prove that d(2P≥3) ≥ 2/311. Use this to show that the primes

form an additive basis of order ≤ 217.

A similar method can be used to prove Hilbert’s theorem on Waring’s problem, that
for every integer k, there exists h such that every the kth powers of integers form an
additive basis.

Before the sieve theory, we will make an analogous first step along the road to the
twin prime conjecture, rather than Goldbach.

Given S ⊂ G we define the cube S := {∑s∈S εss : εs ∈ {−1, 0, 1} for each s ∈ S},
to have dimension |S|. Notice that |S| ≤ 3|S|. If we have equality here then we call this a
proper cube. Notice that a cube is a special case of a generalized arithmetic progression;
and that our definition works for any additive group G.

Proposition 2.3. If A ⊆ Z≥1 with d(A) > 0, then there exists a finite cube S for which
A−A + S = Z. In fact there exists such a cube of dimension blog(1/d(A))/ log 2c.



6 ANDREW GRANVILLE

Proof. If A − A 6= Z then there exists an integer m such that m 6∈ A − A, and so A and
m + A are disjoint. Let A1 = A ∪ (m + A) = A + {0,m} so that d(A1) = 2d(A) and
A1 − A1 = A− A + {m}. If this is not Z, we then define A2, A3, . . . and so on. However
this construction cannot continue if d(Ak) > 1/2 (since we cannot have d(Ak+1) > 1), and
therefore Ak −Ak = Z. This gives our result with k chosen so that 2kd(A) > 1/2.

From this and the result that d(2P≥3) ≥ 2/311 we deduce that there exists a cube S

of dimension ≤ 16 for which 2 ¦ Z = 2P≥3 − 2P≥3 + S.

One can continue this line of thinking in the well-known example that 4Z2 = Z≥0; in
this case it is known that every positive integer is represented many times as the sum of
four squares and that there are infinitely which are not the sum of three squares (in fact,
precisely the integers {4k(8m− 1) : k ≥ 0,m ≥ 1}). One might ask whether one can find a
“thin” subset A of Z2, perhaps finite, such that 3Z2 + A = Z≥0. From the classification of
integers that do not belong to 3Z2 it is easy to show that 3Z2 +{0, 1, 4} = Z≥0. It is a challenge
to find a “thin” set A for which 2Z2 + A = Z≥0 – show that such a set A cannot be finite.
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The prime k-tuplets conjecture

The prime number theorem tells us that there are ∼ x/ log x primes ≤ x; or, put
another way, if we randomly chose an integer near x then it is prime with probability
1/ log x.

If we were to ask how often n and n + d are prime when n ≤ x then we might guess
that one can assume that the events that they are each prime are “independent” of one
another, and so this happens for about 1/ log2 x of the integers n around x. However, in
the case that d = 1 this heuristic fails to account for the fact that one of n and n + 1 is
always even, and thus n and n + 1 cannot be simultaneously prime when n > 2. To take
the divisibility of prime numbers into account, we note that the probability that neither
of two randomly chosen numbers are divisible by p is (1 − 1/p)2, whereas the probability
that neither of n and n + d are divisible by p if n is chosen randomly is 1− ω(p)/p where
ω(p) = 2 unless p divides d, in which case ω(p) = 1. Thus we have a “correction factor”

Correctiont,t+d(p) :=
#{n (mod p) : (n(n + d), p) = 1}/p

(#{m (mod p) : (m, p) = 1}/p)2
=

1− ω(p)/p

(1− 1/p)2
,

and so expect there to be

{Twin(d) + o(1)} x

log2 x
where Twin(d) :=

∏

p prime

Correctiont,t+d(p)

prime pairs n, n+d with n ≤ x, and this claim is well supported by computational evidence.
Note that if d is odd then Correctiont,t+d(2) = 0 so Twin(d) = 0. If d is even then we can
rewrite our constant, Twin(d), as

C κd where κd :=
∏

p|n
p odd

p− 1
p− 2

and C := 2
∏

p≥3

1− 2/p

(1− 1/p)2
.

It is not obvious that the infinite product defining C converges to a constant:
Exercise: (i) We define ζ(s) :=

P
n≥1

1
ns when s = σ + it and σ > 1. Justify each of the inequalities

|ζ(s)| ≤ ζ(σ) ≤ 1 +
R∞
1

dt
tσ = σ

σ−1
, which proves that the sum is absolutely convergent.

(ii) Use the Fundamental Theorem of Arithmetic to show that
Q

p prime

“
1− 1

ps

”−1
= ζ(s) if Re(s) > 1.

(iii) Prove that 1 ≤ 1−2/p

(1−1/p)2
≤ 1

(1−1/p2)
for each prime p. Deduce that 2 ≤ C ≤ 3

2
ζ(2) ≤ 3.

Given a set of irreducible polynomials f1(t), f2(t), . . . , fk(t) we analogously expect
that the number of integers n ≤ x for which |f1(n)|, |f2(n)|, . . . and |fk(n)| are all prime is





∏

p prime

Correction|f1(t)|,|f2(t)|,...,|fk(t)|(p) + o(1)





x∏k
j=1 log |fj(x)|

,

where

Correction|f1(t)|,...,|fk(t)|(p) :=
#{n (mod p) : (f1(n) . . . fk(n), p) = 1}/p

(#{m (mod p) : (m, p) = 1}/p)k
.
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Define r(n) = #{p, q primes : p + q = n}. Evidently r(n) ≤ 2 if n is odd, and the
above heuristic suggests that if n is even then

r(n) ∼ C κd · n

log2 n
,

the quantitative form of the Goldbach conjecture. The fundamental lemma of the sieve
gives an upper bound for r(n) that is slightly weaker than this: From Theorem 3.11 in
[HR] we have that r(n) is no more than 4 + o(1) times the prediction above. Now

(
x

2 log x

)2

∼

 ∑

p≤x/2

1




2

≤
∑

p,q prime
p+q≤x

1 =
∑

n≤x

r(n),

whereas, by the Cauchy-Schwarz inequality,


∑

n≤x

r(n)




2

≤ |(2P)(x)|
∑

n≤x

r(n)2 . |(2P)(x)|
∑

n≤x
n odd


4C

∏

p|n
p odd

p− 1
p− 2

· n

log2 n




2

.

Next we average this constant in a complicated exercise:
Exercise: (i) Prove that

“
p−1
p−2

”2 ≤ 1 + 9
p

for each prime p ≥ 3.

(ii) Let ω(d) =
P

p|d 1. Prove that
Q

p|n, p odd

“
p−1
p−2

”2 ≤Pd|n, d odd
µ2(d)9ω(d)

d
.

(iii) Show that

P
n≤x

n odd

 
Q

p|n
p odd

p−1
p−2

!2

≤P d≤x
d odd

µ2(d)9ω(d)

d
· x

d
≤ x

Q
p>2

“
1 + 9

p2

”
≤
“

3ζ(2)
4

”9
x ≤ ` 3

2

´9
x.

Since n
log2 n

≤ x
log2 x

, combining the last few equations yields that

|(2P)(x)| & 2x

311
, so that d(2P≥3) ≥ 2

311
.

Modify the above argument to show that if Q is any subset of the primes of positive density (that is, there

exists a constant c > 0 such that Q(x) ≥ cπ(x) if x is sufficiently large) then d(2Q) > 0. Deduce that Q

is an additive basis for the integers.
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The Dyson transformation and its consequences

Freeman Dyson defined a transformation A,B → δe(A), δe(B) on a pair sets, which is
useful in the context of adding sets: For any e ∈ A we let Be := {b ∈ B : b + e 6∈ A} and
then

δe(A) := A ∪ (e + B) = A ∪ (e + Be) and δe(B) := B \Be.

Notice that Be ⊆ B and A ∩ (e + Be) = ∅, so that |δe(A) + |δe(B)| = |A| + |B|. We also
have that e+ δe(B) ⊆ A ⊆ δe(A). It is useful in the context of adding sets for two reasons:

• We have A ∩ (e + B) = δe(A) ∩ (e + δe(B)) and A ∪ (e + B) = δe(A) ∪ (e + δe(B));
• Also δe(A) + δe(B) ⊆ A + B.

To see this last assertion note that if a ∈ δe(A), b ∈ δe(B) ⊆ B then either a ∈ A (in which
case a + b ∈ A + B trivially) or a ∈ e + Be, that is a = e + b′ with b′ ∈ Be: however we
then have e + b ∈ A (as b ∈ δe(B)), say e + b = a′ ∈ A, and so a + b = (e + b′) + b =
(e + b) + b′ = a′ + b′ ∈ A + B.

With this tool we can prove Mann’s improvement of Schnirelmann’s theorem and
other central results in this subject.

Mann’s theorem. If 0 ∈ A ∩B then σ(A + B) ≥ min{1, σ(A) + σ(B)}.
This follows immediately from the stronger

Proposition 2.4. If 0 ∈ A ∩B then (A+B)(n)
n ≥ min

{
1, min1≤m≤n

A(m)+B(m)
m

}
.

Proof. Let η := min1≤m≤n(A(m)+B(m))/m. The result follows from the proof of Lemma
2.1 if η ≥ 1, so we may assume that η < 1. It will be convenient in this proof to suppose
that A,B ⊆ [0, n], wlog. There is nothing to prove if n = 0 or B(n) = 0 or A(n) = 0.
So we will proceed by induction on n and then on B(n), and we may now assume that
n,B(n) ≥ 1. We select e minimal so that e+B is not a subset of A (evidently e exists, for
we may simply take consider e and b to be the largest elements of A and B respectively, so
that e+b 6∈ A). Note that Be(n) ≥ 1, so that δe(B)(n) < B(n) and thus we may proceed by
the induction hypothesis as (A+B)(n) ≥ (δe(A)+δe(B))(n) (since δe(A)+δe(B) ⊆ A+B),
once we prove that δe(A)(m) + δe(B)(m) ≥ ηm for all 1 ≤ m ≤ n.

Now {b ∈ Be : m− e < b ≤ m} ⊆ {b ∈ B : m− e < b ≤ m} so we have

δe(A)(m) + δe(B)(m) = (A(m) + Be(m− e)) + (B(m)−Be(m))

= A(m) + B(m)− (Be(m)−Be(m− e))

≥ A(m) + B(m)− (B(m)−B(m− e)) = A(m) + B(m− e).

If B(m) = B(m− e) then we are done, for example in the case e = 0. Otherwise let b1 be
the smallest element of B which is > m−e, so that b1 ≤ m, and let 0 ≤ r := m−b1 ≤ e−1
(≤ n−1). Then A(m)+B(m− e) = A(m)+B(b1−1) = (A(b1 + r)−A(b1−1))+ (A(b1−
1) + B(b1 − 1)). Now A(b1 − 1) + B(b1 − 1) ≥ η(b1 − 1) by hypothesis. Now if a ∈ A with
a ≤ r < e then a + B ⊂ A so that b1 + a ∈ A: therefore A(b1 + r)−A(b1 − 1) ≥ A(r) + 1,
and A(r) = (A+B)(r) since every element of A+B which is < e must belong to A (by the
definition of e). Putting this altogether, and using the induction hypothesis on n to note
that (A+B)(r) ≥ ηr, we have A(m)+B(m−e) ≥ ηr+1+η(b1−1) = ηm+(1−η) ≥ ηm.
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Dyson generalization. If 0 ∈ A1 ∩A2 ∩ · · · ∩Ak then

(A1 + A2 + · · ·+ Ak)(n)
n

≥ min
{

1, min
1≤m≤n

A1(m) + A2(m) + · · ·+ Ak(m)
m

}
.

A key question is how these results generalize to d: one might guess that d(A + B) ≥
min{1, d(A)+d(B)}, but this is wrong: The example A = B = A+B = {n ≡ 0 (mod m)}
shows that subgroups must be taken into consideration. The example A = B = {n ≡ 0 or 1
(mod m)} and A+B = {n ≡ 0, 1 or 2 (mod m)} shows that cosets of subgroups must also
be taken into consideration. Evidently we first need to study addition of sets (mod m),
before going on to d.

The Cauchy-Davenport theorem. If A and B are non-empty subsets of Z/NZ with
0 ∈ B, and where (b,N) = 1 for all b ∈ B \ {0} then |A + B| ≥ min{N, |A|+ |B| − 1}.
Proof. We need only prove this when |A| + |B| − 1 ≤ N , for if |A| + |B| − 1 is larger
then we simply take subsets A′ ⊆ A and B′ ⊆ B with |A′| + |B′| − 1 = N and then
Z/NZ ⊇ A + B ⊇ A′ + B′ ⊇ Z/NZ.

Proof by induction on |B|: if |B| = 1 then B = {0} so A+B = A and the result follows.
For |B| ≥ 2 select b ∈ B \ {0}. We claim that there exists e ∈ A such that e + B 6⊂ A else
A + B = A and then summing the solutions of a + b = a′ over all a ∈ A (and thus a′ runs
through the elements of A), we obtain |A|b ≡ 0 (mod N). Now (b,N) = 1 by hypothesis
and so N ||A| which is impossible since 1 ≤ |A| ≤ N − 1.

The result holds for the pair δe(A), δe(B) by the induction hypothesis (as |δe(B)| <
|B|), and then the result holds for the pair A,B by the properties of the Dyson-transform
(verify this).

At first sight it would seem we could significantly weaken the hypothesis on B in the proof above to

something like (N, b1, . . . , br) = 1 where B = {0, b1, . . . , br}. Explain why the proof fails in this situation.

Corollary 2.5. If A and B are non-empty subsets of Z/pZ where p is prime, then |A +
B| ≥ min{p, |A|+ |B| − 1}.
Proof. Determine how to satisfy the hypotheses of the Cauchy-Davenport theorem in this case.

In fact one can prove that |A + B| = |A|+ |B| − 1 < p if and only if either
(i) A or B has just one element; or
(ii) A = a0 + d ¦ {0, 1, . . . , r − 1}, B = b0 + d ¦ {0, 1, . . . , s− 1} for some r + s ≤ p− 1; or
(iii) A ∪ (d−B) is a partition of Z/pZ for some integer d.

In the proof above we see that if |δe(A) + δe(B)| ≥ |δe(A)| + |δe(B)| then |A + B| ≥
|A|+ |B|. Now if |B| = 1 then, trivially
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Summing sets to get all of the integers

Proposition 2.6. If A is an additive basis of order h then A(n) À hn1/h. On the other
hand there exists an additive basis A of order h with A(n) ¿ hn1/h.

Proof. Suppose that hA ⊇ Z≥m. Then n + O(1) ≤ (hA)(n) ≤ (
A(n)+h−1

h

)
= A(n)h/h! +

O(A(n)h−1), and the first result follows from Stirling’s formula. On the other hand one
can show that

A =
h−1⋃

j=0

(2j ¦B) where B =

{∑̀

i=1

2eih : 0 ≤ e1 < e2 < · · · < e`, ` ≥ 0

}

is a basis of order h (Fill in the details here as an exercise. Hint: Consider representing 2h − 1 as a

sum of elements of A). Now if 2(k−1)h ≤ n ≤ 2kh − 1 then B(n) ≤ B(2kh − 1) = 2k ≤ 2n1/h

and so A(n) ≤ ∑h−1
j=0 2(2−jn)1/h ≤ 2(1 − 2−1/h)−1n1/h ¿ hn1/h. Determine an asymptotic

formula for the value of B(n) and then of A(n).

Evidently (h−1)A in this example is nowhere close to being all of Z. One might guess
that bases are, in some sense, “complementary”; in that of you added enough together you
would obtain Z. Nothing could be further from the truth, as the following generalization
of the above construction shows.

Cute example: For given integers h ≥ 2 and k, we now construct additive bases B1, . . . Bk

of order h such that if T = (h− 1)(B1 + B2 + · · ·+ Bk) then T (n) ¿h,k n1−1/(2hk):
Fix integer g ≥ (k(h − 1))2and for any S ⊂ Z≥0 define G(S) = {∑j∈S ejg

j : 0 ≤ ej ≤
g − 1}. Note that if A ∩B = ∅ then G(A ∪B) = G(A) + G(B).

If n =
∑

i nih
i in base n then let Ni,j be the set of non-negative integers n with

ni = j, and note that ∪h−1
j=0 Ni,j is a partition of Z≥0. Then define

Bi =
h−1⋃

j=0

G(Ni,j), so that (h− 1)Bi =
h−1⋃

ji=0

(h− 1)W (ji) where W (ji) :=
h−1⋃

j=0
j 6=ji

G(Ni,j);

and therefore T = ∪(h−1)(W (j0)+W (j1)+ · · ·+W (jk−1)) where the union is taken over
0 ≤ j0, . . . , jk−1 ≤ h − 1. Fix j0, . . . , jk−1 and write U = (h − 1)(W (j0) + W (j1) + · · · +
W (jk−1)), Now if e ≡ j0 + j1h + · · · + jk−1h

k−1 (mod hk) then e 6∈ ∪j 6=jiNi,j for any i,
and so the least residue (mod ge+1) of an element of W (j1) is ≤ ge − 1. Therefore the
least residue (mod ge+1) of an element of U is ≤ k(h− 1)(ge − 1), and so the coefficient
of ge in the base g expansion is ≤ k(h−1)−1. Therefore if g(m−1)hk

< n ≤ gmhk

for some
integer m ≥ 1 then

U(n) ≤ U(gmhk

) ≤ (k(h− 1)ghk−1)m ≤ gm(hk−1/2) ≤ ghk−1/2n1−1/(2hk);

and then T (n) ≤ hkghk−1/2n1−1/(2hk), as required.
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It is often difficult, for given sets A and B, to determine whether A + B = Z? (for
example if A = {0} ∪ {(p− 1)/2 : p ∈ P≥3). Or, for a given set A one might wish to find
“thin” sets B for which A + B = Z (for example where A = {0} ∪ P).

An essential component is a set B such that if 1 > σ(A) > 0 then σ(A + B) > σ(A).
Khintchin showed in 1933 that Z2 is an essential component, and Erdős and Landau showed
that they do turn out to be more common than one might expect.

We shall consider how small a set B one can add to A to guarantee that A+B ⊇ Z≥m.

Lemma 2.7. Let a0 ≥ 0 be the smallest element of A, and suppose that n + 1 ≥ m + a0.
Then there exists a subset S of [m, 2n − 1] such that {n + 1, n + 2, . . . , 2n} ⊆ A + S with
|S| ¿ n log(2A(n−m + 1))/A(n−m + 1).

With this key lemma we deduce Lorentz’s theorem:

Theorem 2.8. If 0 ∈ A then there exists B ⊂ Z≥0 for which A + B = Z≥0 and B(n) ¿
a1 +

∑
n>m≥1 log(A(m))/A(m), where a1 is the smallest element of A≥1.

Deduce that there exists B with B + P = Z≥2 and B(n) ¿ log3 n. Also that there exists C with

C + Z2 = Z≥0 with C(n) ¿ √
n log n.

We can also deduce a “mod n version:

Theorem 2.9. For any subset A of Z/NZ there exists B ⊆ Z/NZ for which A + B =
Z/NZ and |B| ¿ N log(2|A|)/|A|.

Note that |A||B| ¿ N log N (obviously one needs |A||B| ≥ N ; I have no idea whether
one can improve on this log factor).

Proof of Theorem 2.9. Represent A as a subset of {1, . . . , n} and then apply Lemma 2.7
with m = 1 and B = S.

Proof of Theorem 2.8. For any j ≥ 2, we can take n = 2j and m = 2j−1 + 1 in
Lemma 2.7 to obtain Bj ⊆ (2j−1, 2j+1) such that {2j + 1, 2j + 2, . . . , 2j+1} ⊆ A + Bj

and |Bj | ¿ 2j log(2A(2j−1))/A(2j−1) ¿ ∑2j−1

i=2j−2 log(A(i))/A(i) as log(A(i))/A(i) is a de-
creasing function for A(i) ≥ 3. We take B = {0, 1, . . . , a1} together with the Bj for all j
with 2j+1 ≥ a1.

Proof of Lemma 2.7. (Greedy) Let I0 = {n + 1, n + 2, . . . , 2n}. Given Ij ⊂ I0 we select
integer sj ∈ [m, 2n− 1] so that Jj := (A + sj)∩ Ij is maximal, and then let Ij+1 = Ij \ Jj .
Note that if i ∈ I0 and s ∈ [m, 2n− 1] then i− s ≥ n + 1−m and so

(2n−m)|Jj | ≥
2n−1∑
s=m

|(A + s) ∩ Ij | =
∑

i∈Ij

|A ∩ {i−m, . . . , i− (2n− 1)}|

=
∑

i∈Ij

A(i−m) ≥ |Ij |A(n + 1−m).

This implies that |Ij+1| = |Ij | − |Jj | ≤ |Ij |(1−A(n+1−m)/(2n−m)). Select k to be the
smallest integer > (2n−m) log(2A(n+1−m))/A(n+1−m), so that |Ik| ¿ n/A(n+1−m).
We let S = {s1, s2, . . . , sk} ∪ (Ik − a0), and the result follows.

Constructions by probabilistic methods!?
Tilings: Discuss
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Covering congruences. One can sometimes show that A+B 6= Z in spectacular fashion
by showing that A + B misses a complete arithmetic progression; that is (A + B) ∩ (c +
N ¦Z≥m) = ∅. In the case that A = P we may be able to write B = B1 ∪B2 ∪ . . . Bk such
that Bj ⊂ cj + pj ¦ Z, for certain distinct primes p1, . . . , pk. In this case (A + B) ∩ (c +
p1 . . . pk ¦ Z) ⊂ {p1, . . . , pk} where c is chosen so that c ≡ cj (mod pj) for each j by the
Chinese Remainder theorem, for if a + b ∈ c + p1 . . . pk ¦ Z with b ∈ bj , say, then pj |a so
that a = pj since A = P.
Erdős invented this idea to show that a certain congruence class of odd integers cannot be written in the

form p + 2k with p ∈ P. To develop this proof yourself consider writing the set B = {2k : k ≥ 1} as

B2 ∪ B3 ∪ B4 ∪ B8 ∪ B12 ∪ B24 where Bm = {2k : k ≡ cm (mod m)} with c2 = 0, c3 = 0, c4 = 1, c8 =

3, c12 = 7, c24 = 23, and go from there.
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Kneser’s Theorem. If A and B are finite subsets of additive group Z with |A|, |B| > 1
for which |A + B| < |A|+ |B| then let H be the largest subgroup of Z for which A + B is a
union of cosets of H (note that such a subgroup always exists, namely H = {0}; and also
that H can possibly be all of Z). Let A0 ⊂ A and B0 ⊂ B be minimal so that A ⊂ A0 + H
and B ⊂ B0 + H (and therefore A + B = A0 + B0 + H). Then |A0 + B0| = |A0|+ |B0| − 1
in Z/H, and if A∗ = (A0 + H) \A and B∗ = (B0 + H) \B then |A∗|+ |B∗| ≤ |H| − 1.

It is worth noting that if we have |A∗|+ |B∗| ≤ |H| − 1 as above then we must have
A + B = A + B + H (that is, A + B is a union of cosets of H), for if a + b ∈ A + B then
|A∩ (a + H)|+ |B ∩ (b + H)| ≥ 2|H| − |A∗| − |B∗| ≥ |H|+ 1 and so for any c ∈ a + b + H
we obtain c ∈ A + B by the pigeonhole principle (as in the proof of Lemma 2.1).

Let r(n) = rA+B(n) be the number of representations of n in the form a+b, a ∈ A, b ∈
B. By another application of the pigeonhole principle one can show that for each n ∈ A + B,

rA+B(n) ≥ |A|+ |B| − |A + B|.

To prove Kneser’s theorem we will need to develop the theory of Dyson transforma-
tions: We saw above that the transformation A,B → δe(A), δe(B) has the properties that
δe(B) ⊂ B, A ⊂ δe(A) with |δe(A)|+ |δe(B)| = |A|+ |B| and δe(A) + δe(B) ⊆ A + B. We
may assume, wlog, that 0 ∈ B (after a translation), and then 0 ∈ δe(B). A non-trivial
transformation exists unless A+B ⊂ A (so that all Be = ∅), in which case A+H ⊂ A where
H =< B > is the semigroup generated by B (and if Z is finite then H is a subgroup of Z).
If we start with any pair of sets A,B we can go through a “derived” sequence of Dyson
transformations A,B →e1 A1, B1 →e2 · · · →er Ar, Br, and from the above properties we
have that 0 ∈ Br ⊂ B and Ar ⊃ A with |Ar|+ |Br| = |A|+ |B| and Ar +Br ⊆ A+B. If B
is finite then this can continue for only finitely many steps (since |Br| ≤ |B|− r), and then
we must have that Ar + H ⊂ Ar where H =< Br >. If A is also finite then Ar + H = Ar.

We also need a little technical lemma, for which we give a frustratingly long proof at
the end of these notes. A keen student is invited to supply me with a short proof!

Lemma 2.10. Let H1,H2 be finite subgroups of Z with H1 ∩ H2 = {0}. Let Cj be a
non-empty finite set of coset representatives for Hj, for j = 1, 2, and let Sj = Cj + Hj.
Then either S1 ∪ S2 = S1 or S2, or |S1 ∪ S2| ≥ minj=1,2 |Sj |+ |Hj | − 1.

Proof of Kneser’s Theorem. We will prove, by induction on |T | ≥ 1, that for any non-empty
subset T ⊂ A + B there exists C, a finite set of coset representatives for some subgroup
H, such that T ⊂ C + H ⊂ A + B, where |A| + |B| ≤ (|C| + 1)|H|. Once this is proved
then we take T = A+B so that A+B = C +H ′, and therefore |A+B| ≥ |A|+ |B| − |H ′|
(since |A + B| = |C||H ′|). Now select H to be the largest subgroup of Z for which A + B
takes the form C ′ + H, and note that |A + B| ≥ |A|+ |B| − |H ′| ≥ |A|+ |B| − |H|. Now
(A+H)+ (B +H) = A+B, so we get the same largest subgroup, H, when we add A+H
and B + H, and then the inequality above is |A + B| ≥ |A + H|+ |B + H| − |H|. Writing
A + H = A0 + H,B + H = B0 + H, A + B = C0 + H where A0, B0, C0 are minimal such
sets, then we see that |C0||H| = |A+B| ≥ |A+H|+ |B +H| − |H| = (|A0|+ |B0| − 1)|H|.
Therefore |C0| ≥ |A0| + |B0| − 1: we may assume that |C0| = |A0| + |B0| − 1, for if
|C0| ≥ |A0| + |B0| then |A + B| = |C0||H| ≥ (|A0| + |B0|)|H| ≥ |A + H| + |B + H| ≥
|A| + |B|. Thus |A0 + B0| = |A0| + |B0| − 1 in Z/H as claimed, and finally note that
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|A + B| = |H|(|A0| + |B0| − 1) = |A| + |B| + |A∗| + |B∗| − |H| and so |A∗| + |B∗| < |H|,
when |A + B| < |A|+ |B|. Now to prove our claim:

For T = {a0 + b0} take A,B → A− a0, B − b0 so, wlog, T = {0 + 0} and 0 ∈ A ∩B.
We now go through a derived sequence of Dyson transformations on the pair A, B to end
up with a pair of sets A′, B′ for which 0 ∈ B′ ⊂ B and |A′| + |B′| = |A| + |B| with
0 ∈ A ⊂ A′ = A′ + B′ = A′ + H ⊆ A + B where H =< B′ >. The result follows by
taking C minimal so that C + H = A′ + H = A′, giving that |A| + |B| = |A′| + |B′| ≤
|C + H|+ |H| = (|C|+ 1)|H|, with equality if and only if B′ = H.

For |T | ≥ 2 we partition T = T1 ∪ T2 with |T1|, |T2| ≥ 1 and apply the induction
hypothesis to each part, obtaining Tj ⊂ Cj +Gj ⊂ A+B, where |A|+ |B| ≤ (|Cj |+1)|Gj |
for j = 1, 2. If C1 +G1 ⊂ C2 +G2 then we simply take C = C2 and H = G2 (and similarly
if C2 + G2 ⊂ C1 + G1). Otherwise let H = G1 ∩ G2 and Hj = Gj/H for j = 1, 2. Put
C = (C1 + H1) ∪ (C2 + H2) so that C + H = (C1 + G1) ∪ (C2 + G2) ⊃ T1 ∪ T2 = T . By
Lemma 2.10 we have that |C| ≥ minj=1,2 |Cj + Hj | + |Hj | − 1; and so for that value of j
we have |A|+ |B| ≤ (|Cj |+ 1)|Gj | = (|Cj + Hj |+ |Hj |)|H| ≤ (|C|+ 1)|H| as required.

Remarks: It would be good to have a result pertaining to the structure of A0 and B0.
In particular if {0} is the largest subgroup H of Z for which A + B = A + B + H and
|A + B| = |A| + |B| − 1 then we should be able to classify the possible structures for A
and B. Perhaps the classification is analagous to what one finds for Z/pZ, as in just after
Corollary 2.5 above.

It would be good to have a direct proof of Kneser’s theorem, using little more than
induction and Dyson transformations, but I have not yet found out how to do this (but
seem to be close).
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Counting representations

We define rA+B(n) to be the number of representations of n in the form a + b, a ∈
A, b ∈ B; and we analogously define rA−B(n), rAB(n), r2A−2B(n), etc. It is more natural,
analytically, to work with rA+B(n) than A + B, because

Â(m)B̂(m) =
∑

n

rA+B(n)e
(

nm

p

)
for every m.

Proof. Exercise.

However, applications in additive combinatorics need estimates on A + B, which are
often developed from an in-depth understanding of rA+B(n). The key link between the
two is seen by using the Cauchy-Schwarz inequality. First note that, and justify as an exercise,
that

|A||B| =
∑

n

rA+B(n) =
∑

n∈A+B

rA+B(n) =
∑

j

rA−B(j) =
∑

k

rAB(k).

Squaring this and then using Cauchy-Schwarz, yields

(6.2) (|A||B|)2 =

( ∑

n∈A+B

rA+B(n)

)2

≤
∑

n∈A+B

1 ·
∑

n∈A+B

rA+B(n)2.

The first term here is |A + B|; we need to better understand the second. Indeed (exercise)

justify that

E(A,B) := #{a + b = a′ + b′ : a, a′ ∈ A, b, b′ ∈ B} =
∑

n∈A+B

rA+B(n)2.

We call E(A, B) the additive energy between two sets A and B. Any quadruple counted
in E(A,B) also gives rise to solutions to a − b′ = a′ − b, so that E(A, B) = E(B,A) =
E(A + x,B + y) = E(A,−B). Such a quadruple also implies that a− a′ = b′ − b, and so

(6.1) E(A,B) =
∑

x

rA+B(x)2 =
∑

y

rA−B(y)2 =
∑

z

rA−A(z)rB−B(z).

We can re-write (6.2) as

(6.2’) (|A||B|)2 ≤ |A±B| E(A,B).

We deduce that if A + B or A − B is “small”, say ≤ C max{|A|, |B|} then E(A,B) is
“large”, that is |E(A,B)| ≥ 1

C |A||B|min{|A|, |B|}.
Exercise: Prove that |A||B| ≤ E(A, B) ≤ |A||B|min{|A|, |B|}.

We would like a converse theorem. That is, if E(A,B) is “large” then A + B and A − B
are “small”, or something of this nature. We will return to this later, eventually proving
the Balog-Szemerédi-Gowers Theorem which states that if E(A,A) is large then there is a
large subset A′ of A, such that A′ + A′ is small.

(6.2’) also leads to a lower bound on the largest rA+B(x):
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Lemma 6.3. maxx rA+B(x) ≥ |A||B|
min{|A+B|,|A−B|} .

Proof. |A||B|maxx rA+B(x) = maxx rA+B(x)
∑

n rA+B(n) ≥ ∑
n rA+B(n)2 = E(A,B)

and the result follows from (6.2’).

We note that we can separate the variables:
(6.3)

E(A,B)2 =

(∑
z

rA−A(z)rB−B(z)

)2

≤
∑

z

rA−A(z)2
∑

z

rB−B(z)2 = E(A,A)E(B,B).

Now E(A,B) ≥ |A||B| with equality if and only if the a + b are all distinct. We shall
explore this in the next subsection. Evidently E(A,A) ≥ (|A|+1

2

)
, and we obtain equality

if all the ai + aj , i ≤ j are distinct; such a set is called a Sidon set.
Exercise: Show that if A′ ⊂ A then E(A′, B) ≤ E(A, B). Show that for any set C we have E(A, B) ≤
E(A + C, B). In particular E(mA, nB) ≥ E(A, B) for all m, n ≥ 1.
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Adding finite sets

One has max{|A|, |B|} ≤ |A + B| ≤ |A||B| for any two sets A,B in a commutative,
additive group G. We are interested in when these bounds can be attained.
(i) Prove that |A + B| = |A| if and only if |A−B| = |A|.
(ii) Prove that |A + B| = |A||B| if and only if |A − B| = |A||B|. Show that this is also equivalent to
(A−A) ∩ (B −B) = ∅.
(iii) Show that if |A| + |B| > |G| then A + B = A − B = G. Give an example where A + B 6= G with

|A|+ |B| = |G|.
The Cartesian product of two sets A×B is simply the set of ordered pairs (a, b) with

a ∈ A, b ∈ B. We define (A×B) + (C ×D) = (A + C)× (B + D); that is the sum of two
Cartesian products is taken componentwise. Also define A(k) := A×A× . . .×A (k times).

(iv) Prove that |A×B| = |A||B|.
In general A + B and A−B do not have the same size: For A = {0, 1, 3} we have

A + A = {0, 1, 2, 3, 4, 6} and A−A = {−3,−2,−1, 0, 1, 2, 3}, so
|A + A| = 6 < |A − A| = 7. Hence |B + B| = 6k < |B − B| = 7k for B = A(k) =
{0, 1, 3}k. For random sets A (where the sums are all distinct) we have |A+A| = |A|(|A|+1)

2

whereas |A−A| = |A|2 − |A|+ 1, so it is not surprising that we can find an example with
|A + A| < |A − A|. More interesting would be examples with |A + A| > |A − A|; indeed
examples with A + A a lot bigger than A − A. For A = {0, 2, 3, 4, 7, 11, 12, 14} we have
|A−A| = 25 < |A + A| = 26. Hence |B −B| = 25k < |B + B| = 26k for B = A(k).

In the Freiman-Ruzsa theorem we are interested in the size of A + A compared to A,
so we define the doubling constant D(A) := |2A|/|A|. Note that 1 ≤ D(A) ≤ (|A|+ 1)/2.
The upper bound is attained exactly for Sidon sets.

Show that if A is a subset of an abelian group G. Let H(A) := {h ∈ Z : h + A = A}. Prove that
A + H(A) = A, and that H(A) must be a subgroup of G. Deduce that there exist a1, . . . , ak ∈ G, each

belonging to different cosets of H, such that A =
Sk

i=1(ai + H)

Define the Ruzsa distance between two sets A, B in an abelian group G as d(A, B) = log

„
|A−B|√
|A||B|

«
.

Prove each of the following:

(i) d(A, B) = d(−A,−B) = d(B, A) = d(A + x, B + y).

(ii) d(A×A′, B ×B′) ≤ d(A, B) + d(A′, B′).
(iii) Prove that the positivity and symmetry properties hold.

(iv) Prove that d(A, B) ≥ 0. Moreover d(A, B) = 0 if and only if B ⊂ b + H(A) for some b ∈ G.
Deduce that the Ruzsa distance is not truly a distance function.

However the Ruzsa distance does satisfy the triangle inequality, d(A, C) ≤ d(A, B) + d(B, C), as we will

deduce from the next lemma.

The Plünnecke-Ruzsa theorem. Fix constant C > 0. The (as yet unproved) Freiman-
Ruzsa Theorem tells us that if |2A| ≤ C|A| then A is a large subset of a low dimensional
generalized arithmetic progression P . Let us suppose that |P | ≤ v(C)|A| and has dimension
≤ d = d(C), where d(C) and v(C) depend only on C. Then |mP | ≤ md(C)v(C)|A|. Can
we directly obtain a result of this type? In other words if |2A| ≤ C|A| is it true that
|mA| ≤ Cm|A| where Cm is a constant that depends only on C and m? What about
|mA− nA|? There is a remarkably complete answer to this problem:
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Plünnecke-Ruzsa theorem. We have |mA−nA|
|A| ≤

(
|2A|
|A|

)m+n

for m,n ≥ 1.

Plünnecke’s proof is a delightful excursion in graph theory, molded into a beautiful
proof in work of Ruzsa. We will not give their proof here,2 preferring to obtain a weaker
result, which is good enough for our purposes, obtained strictly through combinatorial
means, and more in the spirit of what is to come later in this course. We will now prove:

Corollary 6.10. We have |mA−nA|
|A| ≤

(
|2A|
|A|

)6m+6n−10

, for any m,n ≥ 1.

Lemma. (Ruzsa) For any sets A, B,C we have

(6.0) |A− C||B| ≤ |A−B||B − C|.

Exercise: Deduce the triangle inequality for the Ruzsa distance.

Proof. We will define a map φ : (A−C)×B → (A−B)× (B−C), and prove that it is an
injection, which implies the result. Given d ∈ A−C select a unique pair ad ∈ A, cd ∈ C for
which d = ad− cd. Then φ(d, b) = (ad− b, b− cd) for each d ∈ A−C, b ∈ B. To prove that
it is an injection, suppose that (u, v) ∈ Image(φ) ⊂ (A−B)× (B − C). If φ(d, b) = (u, v)
then u+ v = (ad− b)+ (b− cd) = ad− cd = d, and therefore we can determine d and hence
ad and cd from (u, v). And we also determine b as b = ad − u.

Our first goal in this section is to show that A + A is “not much larger than” A (that
is, |A+A| is no more than some constant times |A|) if and only if A−A is not much larger
than A. We do this by combining Ruzsa’s lemma with the following lemma due to Lev.

Lemma. (Lev) For any sets A,B and x ∈ G we have rA+B(x)|A + B| ≤ |A−B|2.
Proof. We will define a map φ : {(a, b, c) ∈ A×B×(A+B) : a+b = x} → (A−B)×(A−B),
and prove that it is an injection, which implies the result. Give c = A + B select a unique
pair ac ∈ A, bc ∈ B for which c = ac + bc. Then φ(a, b, c) = (a − bc, b − ac) for each
a ∈ A, b ∈ B with a + b = x and c ∈ A + B. Suppose that (u, v) ∈ Image(φ). If
φ(a, b, c) = (u, v) then x − u − v = x − (a − bc) − (b − ac) = (x − a − b) + (ac + bc) = c,
so that we can determine c and hence ac and bc from (u, v). Finally we can determine
a = u + bc and b = v + ac.

Corollary. For any set A we have
( |A + A|

|A|
)1/3

≤ |A−A|
|A| ≤

( |A + A|
|A|

)2

.

Proof. We get the second inequality by taking B = −A and C = A in Ruzsa’s lemma.
Combining (6.2) (with B replaced by −B) and (6.1) we have

(|A||B|)2 ≤ |A−B| ·
∑

n∈A−B

rA−B(n)2 ≤ |A−B| ·
∑

m∈A+B

rA+B(m)2

≤ |A−B| max
x

rA+B(x) ·
∑

m∈A+B

rA+B(m) = |A−B| |A| |B| max
x

rA+B(x).

2The reader should consult [.] for Ruzsa’s proof.



20 ANDREW GRANVILLE

We divide through by |A||B|, multiply through by |A+B|, and use Lev’s lemma to obtain

|A||B||A + B| ≤ |A−B| |A + B| max
x

rA+B(x) ≤ |A−B|3.

The first inequality follows by taking B = A.

Exercise: Use the last displayed equation to obtain d(A,−B) ≤ 3d(A, B).

Corollary. For any set A and any integers m, n ≥ 0 with m + n ≥ 1 we have

|mA− nA|
|A| ≤

( |2A|
|A| ·

|3A|
|A|

)m+n−1

Proof. Suppose that r, s ≥ 0 are given integers. Writing (r + s)A = rA − (−sA) we have
|(r + s)A|| −A| ≤ |(r +1)A||sA−A|, as well as |rA− sA|| −A| ≤ |(r +1)A||(s+1)A| from
(6.0). Exercise: Deduce that

|(r + s)A|
|A| ≤ |(r + 1)A|

|A|
|(s + 1)A|

|A|
|2A|
|A| ;

and then, from a simple induction hypothesis, that

|nA|
|A| ≤

„ |3A|
|A|

«n−2 „ |2A|
|A|

«n−3

for all n ≥ 3.

Deduce similar bounds for |rA− sA|/|A| when r, s ≥ 2, and then prove our result for all m, n ≥ 0.

Since |2A| ≤ |3A| we deduce that if 3A is not much larger than A, then any given
difference of multiples of A is not much larger than A. This hints at the structure given
by the Freiman-Ruzsa Theorem. It would be preferable to prove this result in terms of the
ratio |2A|

|A| only. To do this we move onto the next type of technique, which is to not only
look at the set of all sums A + B but also at a well-chosen subset.

Covering Lemmas. The idea will be to cover B by translates of A − A, for any given
sets A,B. The size of X will be bounded by the growth when we add B to A.

Lemma. (Ruzsa) B ⊂ A−A + X for some X ⊂ B with |X| ≤ |A + B|/|A|.
Proof. Choose X ⊂ B maximal so that {A+x : x ∈ X} are disjoint. Their union contains
exactly |A||X| elements, all inside A + B, and thus the bound on |X|. Now, if b ∈ B then
A + b intersects A + x for some x ∈ X, and so b ∈ A−A + x.

Corollary. There exists X ⊂ 2A−A of size ≤ |2A− 2A|/|A| such that

mA− nA ⊂ A−A + (m− 1)X − (n− 1)X for all m, n ≥ 1.

Let 〈A〉 be the subgroup generated by A. Then 〈A〉 ⊂ A−A + 〈X〉.
Proof. Let B = A − 2A in Ruzsa’s covering lemma to get 2A − A ⊂ A − A + X for
X ⊂ 2A − A with |X| ≤ |2A − 2A|/|A|. But then, adding A to both sides we obtain
3A − A ⊂ 2A − A + X ⊂ A − A + 2X. Exercise: Show that the first result now follows by

induction on m, n ≥ 1. To obtain the second result simply take the union of both sides over
all m,n ≥ 1, and note that kA ⊂ (k + 1)A−A for all k ≥ 1.

This allows us to prove another version of Corollary *:
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Corollary 6.7. We have |mA−nA|
|A| ≤ |A−A|

|A|
(
|2A−2A|
|A|

)m+n−2

, for any m,n ≥ 1.

Proof. We have |mA− nA| ≤ |A− A||(m− 1)X||(n− 1)X| ≤ |A− A||X|m+n−2 from the
previous Corollary, and the result follows.

Exercise: Show that |mX| =
`|X|+m−1

m

´ ≤ (m + 1)|X|−1. Deduce that if |2A − 2A| ≤ κ|A| then there

exists a constant Cκ such that
|mA−nA|

|A| ≤ Cκ(mn)κ−1, for any m, n ≥ 1.

Now be a little more precise. Show that if y ∈ mX −mX there exists a partition of X = U ∪ V such that
y ∈ rU − rV where m ≥ r ≥ 0. Show that the number of such y is |rU ||rV | ≤ (r + 1)|X|−2. Deduce that

|mX −mX| ≤ 2(2m + 2)|X|−1. Conclude that if |2A − 2A| ≤ κ|A| then there exists a constant Cκ such

that
|mA−nA|

|A| ≤ Cκ(m + n)κ−1, for any m, n ≥ 0.

Lemma. (Green’s variation) There exists X ⊂ B with |X| ≤ 2|A + B|/|A| − 1, such
that for all b ∈ B there are > |A|/2 values of a ∈ A for which a + b ∈ A + X. Hence
B ⊂ A−A + X and B −B ⊂ A−A + X −X.

Proof. Let X0 = ∅. We create X1, X2, . . . by the following greedy algorithm: Given Xj , if
there exists b ∈ B for which b + A has ≥ |A|/2 elements that are not already in A + Xj ,
that is if |(b + A) ∩ (Xj + A)| ≤ |A|/2, then let Xj+1 = Xj ∪ {b} and bj+1 = b; otherwise
let X = Xj and stop the algorithm.

For each b ∈ X we have a + b ∈ A + X for all a ∈ A, that is for |A| values of a ∈ A.
If b 6∈ X then b + A has < |A|/2 elements that are not in A + X, else we could have

expanded X. In other words > |A|/2 elements of b + A also belong to A + X, as required.
Now Xj+1 + A = (Xj + A) ∪ ((bj + A) \ (Xj + A)) so that

|Xj+1 + A| = |Xj + A|+ |bj + A| − |(bj + A) ∩ (Xj + A)| ≥ |Xj + A|+ |A| − |A|/2.

Exercise: Deduce, by an appropriate induction hypothesis, that |Xj + A| ≥ j+1
2

|A|, and so |B + A| ≥
|X + A| ≥ |A|(|X| + 1)/2 as X + A ⊂ B + A. We have now established the first part of
the Lemma.

That B ⊂ A − A + X follows immediately. For each of b, b′ ∈ B there are > |A|/2
values of a, a′ ∈ A for which a + b, a′ + b′ ∈ A + X. By the pigeonhole principle, there
exists some a′ = a, and therefore b− b′ = (a + b)− (a + b′) ∈ (A + X)− (A + X).

Theorem 6.9. |2B − 2B| ≤ |A + B|4|A−A|/|A|4.
Proof. Let z ∈ B − B so that z = b1 − b2 for some b1, b2 ∈ B. We first show that
#{(x, c, a1) ∈ X × (A + B)×A : z = c− a1 − x} > |A|/2. To prove this simply take the
> |A|/2 solutions to b2 = a1−a2+x from the previous lemma and write z = (a2+b1)−a1−x.

Now let y ∈ 2B − 2B so that y = z − z′ for some z, z′ ∈ B − B. We have
#{(x, x′, c, c′, d) ∈ X2 × (A + B)2 × (A − A) : y = c − c′ − d − x + x′} > (|A|/2)2.
To see this simply take the solutions to z = c − a1 − x, z′ = c′ − a′1 − x′ from the pre-
vious paragraph and then d = a1 − a′1. These give distinct solutions, since we recover
z, z′, c, c′, x, x′ from the solutions, and then a1 = c − x − z, a′1 = c′ − x′ − z′. Summing
over each y ∈ 2B − 2B we obtain

|2B − 2B| |A|2 < 4|X|2|A + B|2|A−A| < 16 |A + B|4|A−A|
|A|2 .
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To complete the proof we use the Cartesian product. Thus, from this last inequality
we deduce that, for any k ≥ 1, we have

|2B − 2B|k = |2B(k) − 2B(k)| < 16|A(k) + B(k)|4|A(k) −A(k)|
|A(k)|4 = 16

( |A + B|4|A−A|
|A|4

)k

.

Taking kth roots and letting k →∞ we get the result (since A and B are fixed and finite).

Proof of Corollary 6.10. Ruzsa’ lemma with C = A and B = −A gives that |A−A|
|A| ≤

(
|2A|
|A|

)2

. Theorem 6.9 with B = A gives |2A−2A|
|A| ≤

(
|2A|
|A|

)4 |A−A|
|A| . Inserting these into

Corollary 6.7 yields our result.

Lemma 6.6. There exists S ⊂ A + B such that #{a ∈ A, b ∈ B : a + b ∈ S} ≥ |A||B|/2
with |S| ≥ max{|A|, |B|}/2 and for which |A + B + nS| ≤ 2n|A + B|2n+1/|A|n|B|n for all
n ≥ 0.

Proof. Let S = {s : rA+B(s) ≥ |A||B|/2|A + B|} and prove the first two assertions. For
any c ∈ A + B + nS there exists a0 ∈ A, bn+1 ∈ B and s1, . . . , sn ∈ S such that c =
a0+bn+1+s1+· · ·+sn. Now for any given sj there exists at least |A||B|/2|A+B| solutions
to aj + bj = sj and thus at least (|A||B|/2|A + B|)n sets a1, . . . , an ∈ A, b1, . . . , bn ∈ B
with a1+b1 = s1, . . . , an +bn = sn. Each such solution leads to an element (t1, . . . , tn+1) ∈
(A + B)n+1 defined by ti = ai−1 + bi: we claim that these are distinct since we can recover

a1, . . . , an, b1, . . . , bn given a0, bn+1, s1, . . . , sn, t1, . . . , tn+1. Therefore (|A||B|/2|A+B|)n|A+B +
nS| ≤ |A + B|n+1 and the result follows.

A discussion of Plünnecke’s Theorem. Let A and B be sets of elements. Plünnecke
considered a class of graphs modeled on the graph with ith vertex set Vi := A + iB, i =
0, 1, 2, . . . , where the only edges are directed edges between Vi and Vi+1 for some i ≥ 0,
and there is an edge from u ∈ Vi to v ∈ Vi+1 if and only if there exists b ∈ B for which
u + b = v. We define the ith magnification ratio to be

Di := min
X⊂A
X 6=∅

|Γi(X)|
|X| ,

where Γi(X) is the set of vertices in Vi that are at the end of a directed path starting in
X; in our case Γi(X) = X + iB. Plünnecke proved the remarkable result that

D1 ≥ D
1/2
2 ≥ D

1/3
3 ≥ . . . ≥ D1/n

n ≥ . . .

We deduce

Proposition. (Plünnecke) If |A + hB| ≤ Ch|A| then, for any given k ≥ h, there exists a
non-empty X ⊂ A such that |X + kB| ≤ Ck|X|.
Proof. By the above we know there exists a non-empty X ⊂ A such that

|X + kB|
|X| = Dk ≤ D

k/h
h ≤

( |A + hB|
|A|

)k/h

≤ Ck.
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Corollary. If |A + B| ≤ C|A| then |kB − `B| ≤ Ck+`|A| for all k, ` ≥ 0.

Proof. When ` = 0 take h = 1 in the Proposition, so that |kB| ≤ |X + kB| ≤ Ck|X| ≤
Ck|A|.

Otherwise suppose k ≥ ` ≥ 1. Apply the Proposition with h = 1, k = ` to obtain that
there exists a non-empty X ⊂ A such that |X + `B| ≤ C`|X|. Now apply the Proposition
with h = ` to obtain that there exists a non-empty Y ⊂ X such that |Y + kB| ≤ Ck|Y |.
Finally we apply Ruzsa’s lemma to obtain |kB−`B||−Y | ≤ |Y +kB||Y +`B| ≤ Ck+`|Y |2,
and the result follows as Y ⊂ A.
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The Hales-Jewett Theorem

In 1927 van der Waerden [20] answered a conjecture of Schur, by showing that if the
natural numbers are partitioned into two sets then one set must contain arbitrarily long
arithmetic progressions. One can ask to generalize this to r sets, and ask for explicit
bounds: That is, for given positive integers k, r determine the least integer W = W (k, r)
such that no matter how the integers in {1, 2, . . . , W} are partitioned (or “coloured”), there
is always a partition containing a k-term arithmetic progression (that is, there is always
“a monochromatic k-term arithmetic progression”).

Examples and Discussion needed
The Hales-Jewett Theorem [8] provides a beautiful, highly combinatorial, way to prove

this result; it can be thought of as a generalization of van der Waerden’s problem. For given
positive integers k, r we wish to find the least integer d = d(k, r) such that if the elements
of {1, 2, . . . , k}d are r-colored then it contains a monochromatic line: For a given nonempty
S ⊂ {1, 2, . . . , k} a line is a set of points of the form L = {x0 + tyS : t = 1, 2, . . . k} where
(yS)i = 1 if i ∈ S and (yS)i = 0 if i 6∈ S, and (x0)i = 0 if i ∈ S. The Hales-Jewett
Theorem asserts that d(k, r) exists for all k, r ≥ 1.

Show that W (k, r) ≤ kd(k,r) by representing the integers up to kd(k,r) in base k, and then representing

each such number by points in {1, 2, . . . , k}d(k,r).

Shelah [14] recently gave a delightfully ingenious proof that d(k, r) exists: We prove
the result by induction on k. It is clear that d(1, r) = 1 for all r, so now suppose that
k ≥ 2 and we have a value for d(k − 1, s) for all s ≥ 1. Take M = d(k − 1, r) and define
N1 = r(k−1)M−1

and Ni = r(k−1)M−ikN1+···+Ni−1 for i = 2, 3, . . . , r. We will prove that
d(k, r) ≤ N := N1 + N2 + · · ·+ NM .

An r-colouring κ of {1, 2, . . . , k}N is a function κ : {1, 2, . . . , k}N → {1, . . . , r}. Our
plan is to construct lines L1, . . . , LM with each Lj (= xj + tjyj)⊂ {1, 2, . . . , k}Nj , so
that κ(x1 + t1y1,x2 + t2y2, . . . ,xM + tMyM ) does not change value for any given set of
values t1, t2, . . . , ti−1, ti+1, . . . , tM as ti changes from k− 1 to k. Now define a colouring of
{1, . . . , k − 1}M , so that the colour of κ∗(t1, . . . , tM ) = κ(x1 + t1y1, . . . ,xM + tMyM );
we know that there exists a monochromatic line {z0 + twU : t = 1, 2, . . . k − 1} ⊂
{1, . . . , k − 1}M corresponding to some U ⊂ {1, . . . , k − 1} by the definition of M . Define
S ⊂ {1, . . . , N} to be the union of the subsets Sj , corresponding to the 1s in the vector
yj , for each j ∈ U , yielding a monochromatic line {x0 + tyS : t = 1, 2, . . . k − 1} ⊂
(L1, . . . , LM ) ⊂ {1, . . . , k−1}N . By the construction of our lines L1, . . . , LM , this implies the result.

We need to construct the lines LM , LM−1, . . . , L1 which we do in this order. In fact
for, J = M,M −1, . . . , 1 we assume that Li = {xi + tiyi : ti = 1, 2, . . . , k} is given for each
J < i ≤ M with the property that κ(x,xJ+1 + tJ+1yJ+1, . . . ,xM + tMyM ) is fixed as any
tj changes from k − 1 to k, for any given x ∈ {1, 2, . . . , k}N1+N2+···+NJ and j, J < j ≤ M .

For each xJ ∈ {1, 2, . . . , k}NJ we define a colouring κxJ
on {1, 2, . . . , k}N1+N2+···+NJ−1×

LJ+1 × · · · × LM by κxJ
(y, lJ+1, . . . , lM ) = κ(y, xJ , lJ+1, . . . , lM ). Given that the value of

κ does not change as the tj change from k−1 to k, the number of vectors (y, lJ+1, . . . , lM )
with possibly independently chosen colourings is ≤ kN1+N2+···+NJ−1(k − 1)M−J and so
the number of possibly different r-colourings is ≤ NJ . There are NJ + 1 elements in
{1, 2, . . . , k}NJ consisting of (k − 1)s followed by ks and so, by the pigeonhole principle,
two must have the same colouring. Let us suppose that these have exactly g and h (k−1)s,



ADDITIVE COMBINATORICS (WINTER 2010) 25

respectively, where g < h. Then we define the line LJ = {xJ + tJyJ : tJ = 1, 2, . . . , k},
by taking SJ = {g + 1, g + 2, . . . , h} with (xJ)i = k − 1 for 1 ≤ i ≤ g and (xJ)i = k for
h + 1 ≤ i ≤ k. From this construction it is clear that LJ has the required properties and the result

follows.

This proof was a breakthrough in that it was the first to give primitive recursive bounds
on the van der Waerden numbers, W (k, r). The reader should deduce bounds, themselves, from

the above proof; the necessary information is in the first paragraph of the proof.
Define nk(N) to be the smallest integer n such that every subset of {1, . . . , N} of size

n contains a k-term arithmetic progression. If one can get a good enough bound on nk(N)
then this would obviously imply good bounds on W (k, r).
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Discrete Fourier transforms, I

Let n ∈ N and f : Z/NZ→ C. The (discrete) Fourier transform f̂ of f is defined by

f̂(r) =
N−1∑
s=0

f(s)e
(rs

N

)
,

where e(t) = exp(2iπt). This has inverse

f(s) =
1
N

N−1∑
r=0

f̂(r)e
(−rs

N

)

(Verify). The reader should verify that
∑

r

f̂(r)ĝ(r) = N
∑

r

f(r)g(r)

which in the special case f = g gives Parseval’s identity:
∑

r |f̂(r)|2 = N
∑

r |f(r)|2.
The convolution f ∗ g of f and g is defined by

(f ∗ g)(r) =
∑

t−u=r

f(t)g(u),

and the reader should verify that (̂f ∗ g) = f̂ ĝ as well as

N
∑

r

|(f ∗ g)(r)|2 =
∑

r

|f̂(r)|2|ĝ(r)|2.

Taking g = f we obtain
∑

r |f̂(r)|4 = N
∑

a+b=c+d f(a)f(b)f(c)f(d).
In an abuse of notation we let A(.) be the characteristic function of the set A, that

is A(n) = 1 if n ∈ A, and A(n) = 1 otherwise. We have used A(x) to mean #{a ∈
A : 1 ≤ a ≤ x} above – we can only hope the reader does not get confused but reckons
which definition we are using depending on context. Note that Â(m) =

∑
a∈A e(am/N).

When considering sumsets, like A + B, we define rA+B(n) = #{a ∈ A, b ∈ B : a + b = n}.
Discrete Fourier transforms fit naturally in this context, for example (A∗B)(n) = rA−B(n)
so that, as one can verify,

1
N

∑
n

|Â(n)|2|B̂(n)|2 =
∑

n

|(A ∗B)(n)|2 = E(A,B)

(see (6.1)). One also has that Â(m)B̂(m) =
∑

n rA+B(n)e(mn/N) and this can be in-
verted to give rA+B(n) = (1/N)

∑
m Â(m)B̂(m)e(−mn/N). A particular case of this is

rA−A(n) = (1/N)
∑

m |Â(m)|2e(−mn/N), as well as rkA−kA(n) = (1/N)
P

m |Â(m)|2ke(−mn/N).

In fact rA−A(n) = (1/N)
∑

m |Â(m)|2 cos(2πmn/N) since Â(−m) = Â(m).
Discrete Fourier transforms have traditionally appeared in understanding how well sets

are distributed: Let (t)N denote the least non-negative residue of t (mod N). We say that
a set A is uniformly distributed (mod N) if #{a ∈ A : αN < (ma)N ≤ βN} ∼ (β−α)|A|
for any m 6≡ 0 (mod N). This definition involves an asymptotic estimate “∼”, something
we will see a lot more of. This “∼” could be replaced by {1 + g(N)} where g(.) is some
function for which g(N) → 0 as N →∞.

This natural notion of uniform distribution fits in well with Fourier transforms:
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The equidistribution theorem. A is uniformly distributed (mod N) if and only if
Â(m) = o(|A|) for all m 6≡ 0 (mod N).

Our equidistribution theorem is the natural analogy to Weyl’s famous equidistribu-
tion theorem for sequences of reals: Let {t} be the fractional part of t (so, for example,
{ma/N} = (ma)N/N), and suppose that a1, a2, . . . is a given (and ordered) sequence of
real numbers. Then Weyl showed that the aj are uniformly distributed mod one, that is
#{n ≤ N : α < {an} ≤ β} ∼ (α − β)N as N → ∞, if and only if for each integer m, we
have

∑
n≤N e(man) = o(N) as N →∞.

Show that if a1, a2, . . . is uniformly distributed mod one, then so is ka1, ka2, . . . for any integer k ≥ 1.

The notion of uniform distribution surprisingly is related to the question: Do there
exist solutions to a + b = c with a ∈ A, b ∈ B, c ∈ C, three sets of residues (mod N)?

Proposition 3.1. If A is uniformly distributed (mod N) with |A| À N , and B, C are
any other two sets mod N of size À N , then for any integers i, j, k coprime with N , and
for any integer m we have that

#{a ∈ A, b ∈ B, c ∈ C : ia + jb + kc ≡ m (mod N)} ∼ |A||B||C|/N.

Proof. We count the above set as

∑

a∈A,b∈B
c∈C

1
N

∑
r

e

(
r(ia + jb + kc−m)

N

)
=

1
N

∑
r

e

(−rm

N

)
Â(ir)B̂(jr)Ĉ(kr).

The r = 0 term gives |A||B||C|/N . We regard the remaining terms as error terms, and
bound them by their absolute values, giving a contribution

≤ 1
N

max
s 6=0

|Â(s)|
∑

r

|B̂(jr)||Ĉ(kr)| ≤ 1
N

max
s 6=0

|Â(s)|
(∑

t

|B̂(t)|2
)1/2 (∑

u

|Ĉ(u)|2
)1/2

=
1
N

max
s 6=0

|Â(s)|(N |B|N |C|)1/2 = (|B||C|)1/2 max
s 6=0

|Â(s)| ≤ N max
s 6=0

|Â(s)|

using the Cauchy-Schwarz inequality. The result follows from the fact that Â(m) = o(|A|)
for all m 6≡ 0 (mod N) since this implies that N maxs 6=0 |Â(s)| = o(|A||B||C|/N).

We are interested in whether there are necessarily three elements of A in arithmetic
progression; in fact we will examine solutions to a + b = 2b′ with a ∈ A, b, b′ ∈ B ⊂ A
other than a = b = b′. In other words we want #{a ∈ A, b, b′ ∈ B : a + b ≡ 2b′

(mod N)} > |B|. The above proof gives that #{a ∈ A, b, b′ ∈ B : a+b ≡ 2b′ (mod N)} ≥
|A||B|2/N − |B|maxs 6=0 |Â(s)| which is > |B| provided maxs 6=0 |Â(s)| < |A||B|/N − 1.

Proof of the equidistribution theorem. Suppose that #{a ∈ A : αN < (ma)N ≤ βN} ∼
(β − α)|A| for any m 6≡ 0 (mod N), for any 0 ≤ α < β ≤ 1. In particular if αN <
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(ma)N ≤ βN then e(ma/N) = e(α) + O(|β − α|), so subdividing (0, N ] into intervals
Ij := (jN/k, (j + 1)N/k] for fixed large k, we find that

Â(m) =
k−1∑

j=0

∑

a∈A
(ma)N∈Ij

e(ma/N) =
k−1∑

j=0

{1 + o(1)}(|A|/k)(e(jN/k) + O(1/k)) ¿ |A|/k.

Letting k →∞ we have that Â(m) = o(|A|).
On the other hand for J = [δN ]

∑

a∈A
1≤(ma)N≤J

1 =
J∑

j=1

∑

a∈A

1
N

∑
r

e

(
r

(
ma− j

N

))
=

J

N
|A|+ 1

N

∑

r 6=0

Â(rm)
J∑

j=1

e

(−rj

N

)
.

If r runs through the non-zero integers in (−N/2, N/2] then |PJ
j=1 e

“
−rj
N

”
| ¿ N/|r|. Thus

the second term here is

¿
∑

r 6=0

|Â(rm)|
r

≤
∑

0≤|r|≤R

|Â(rm)|
r

+
∑

R<|r|≤N/2

|Â(rm)|
r

≤ (log R) max
s 6=0

|Â(s)|+
(∑

r

|Â(rm)|2
)1/2


 ∑

R<|r|
1/r2




1/2

≤ (log R) max
s 6=0

|Â(s)|+ (|A|N/R)1/2 = o(N)

if we let R →∞ slowly enough. The result follows.

Try to develop an analogous proof of Weyl’s theorem; or a proof of Weyl’s theorem as a corollary to our

equidistribution theorem.

In what follows we will be interested in determining how big #{a ∈ A : αN <

(ma)N ≤ βN} can get when |Â(r)| > cN .
We have seen direct connections between how well a set is distributed and the size

of its Fourier transforms. In the context of set addition we are interested in when A + B
is small, and/or perhaps when rA+B(n) is large for some n. We now see that rA−A(n) is
very large if and only if the weight of the Fourier transform is concentrated on the Â(m)
with (mn)N small:

Proposition 3.2a. Let η > 0 be small. Suppose that A ⊂ Z/NZ. If rA−A(n) > (1−η)|A|
then ∑

m:|(mn)N /N |≤η1/3

|Â(m)|2 ≥ (1−O(η1/3))
∑
m

|Â(m)|2.

On the other hand if
∑

m:|(mn)N /N |≤ε

|Â(m)|2 ≥ (1− δ)
∑
m

|Â(m)|2
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then rA−A(n) ≥ (1− δ −O(ε2))|A|.
Proof. We remark that

∑
m |Â(m)|2 = N |A|. Since cos t is decreasing for 0 ≤ |t| ≤ π we

know that cos(2πmn/N) < cos(2πθ) if |(mn)N/N | > θ and so, using the formula above,
(1− η)|A|N < NrA−A(n) which is

=
∑
m

|Â(m)|2 cos(2πmn/N) ≤
∑

m:|(mn)N /N |>θ

|Â(m)|2 cos(2πθ) +
∑

m:|(mn)N /N |≤θ

|Â(m)|2

= |A|N − (1− cos(2πθ))
∑

m:|(mn)N /N |>θ

|Â(m)|2.

Now selecting θ = η1/3, we deduce that
∑

m:|(mn)N /N |>η1/3 |Â(m)|2 ¿ η1/3N |A|.
In the other direction

NrA−A(n) =
∑
m

|Â(m)|2 cos(2πmn/N) ≥
∑

m:|(mn)N /N |≤ε

|Â(m)|2 cos(2πε)

≥ cos(2πε)(1− δ)
∑
m

|Â(m)|2 = cos(2πε)(1− δ)|A|N.

As a counterpart to this theorem we have the uncertainty principle, which tells us that
a function’s support and the support of its Fourier transform cannot both be small. More
precisely we now show that if A has no elements in a long segment then Â is concentrated
near to 0.

Proposition 3.2b. Suppose that A ⊂ Z/NZ has no elements in the interval (x−L, x+L).
Then there exists m, 0 < m < (N/L)2 such that |Â(m)| ≥ (L/2N)|A|.
Proof. We can assume wlog that x = 0 since ˆA− x(m) = e(mx/N)Â(m). Let I be the
interval [0, L) and note that (I − I) ∩A = ∅, so

∑
r |Î(r)|2Â(r) = 0. Therefore

L2|A| = |Î(0)|2Â(0) ≤
∑

r 6=0

|Î(r)|2|Â(r)|

≤ max
0≤|r|≤R

|Â(r)|
∑

r

|Î(r)|2 + |A|
∑

R<|r|≤N/2

|Î(r)|2

≤ NL max
0≤|r|≤R

|Â(r)|+ |A|N2/2R

since Î(r) ≤ 1/| sin(πr/N)| ≤ N/2|r| for |r| ≤ N/2. Taking R = (N/L)2 the result follows.

The equidistribution theorem gives that if |Â(m)| > c|A| then A is not uniformly
distributed mod N . We seek a more explicit result than this:

Proposition 3.3. Suppose A ⊂ {1, . . . , N}. For any m 6= 0 there exists ` > |Â(m)|/6π

and a value x such that #{a ∈ A : x < (am)N ≤ x + `} ≥ (1 + |Â(m)|/4|A|) (|A|/N) `. If
(m,N) = 1 and |Â(m)| > CN/ log N for a large constant C > 0 then there exist integers
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b and r and length J À √
N/ log N such that #{a ∈ A : a = b + jr, 0 ≤ j < J} ≥

(1 + |Â(m)|/4|A|) (|A|/N) J .

Proof. Define δ = |A|/N . Let

∆(n) := A(n)− δ =
{

1− δ if n ∈ A

−δ otherwise

so that ∆̂(r) − Â(r) = −δ
∑

n e(−rn/N) = 0 if r 6= 0. Fix J large and let Ij := {n :
(j − 1)N/J < (mn)N < jN/J} for j = 1, 2, . . . , J . We observe that

∣∣∣∣∣∣
∑

n∈Ij

∆(n)e(mn/N)− e(j/J)
∑

n∈Ij

∆(n)

∣∣∣∣∣∣
≤

∑

n∈Ij

|∆(n)||1− e(1/J)| ≤ 2|IJ | sin(π/J),

so that ∣∣∣∣∣∣
∆̂(m)−

J∑

j=1

e(jN/J)
∑

n∈Ij

∆(n)

∣∣∣∣∣∣
≤ 2N sin(π/J);

and, of course,
∑J

j=1

∑
n∈Ij

∆(n) = 0. An easy consequence is that

|Â(m)| = |∆̂(m)| ≤
J∑

j=1





∑

n∈Ij

∆(n) +

∣∣∣∣∣∣
∑

n∈Ij

∆(n)

∣∣∣∣∣∣



 + 2N sin(π/J)

≤ 2J max
j

∑

n∈Ij

∆(n) + 2N sin(π/J).

Taking J = [5πN/|Â(m)|] we deduce that maxj

∑
n∈Ij

∆(n) ≥ |Â(m)|/4J , and the first
part of the result follows.

There exist integers r 6= 0, s with 0 ≤ |r|, s <
√

N such that mr ≡ s (mod N) (hint: consider

the values i + jm (mod N), 0 ≤ i, j ≤ √
N). Select 1 ≤ ai ≤ N so that (mai)N = x + i for

i = 1, 2, . . . , s, so that m(ai + jr) ≡ x + i + js (mod N). Therefore if 0 ≤ x < x + ks < N
then

#{a ∈ A : x < (am)N ≤ x+ks} =
s⋃

i=1

Si where Si := {a ∈ A : a = (ai+jr)N , 0 ≤ j ≤ k−1};

and so, selecting k = [N/Js], we deduce from the above that there exists i for which
|Si| ≥ δk(1 + η|Â(m)|/|A|) for some fixed η > 1/4 . We may assume r > 0 for, if not,
rewrite Si as {a ∈ A : a = (a′i + j|r|)N , 0 ≤ j ≤ k− 1} where a′i ≡ ai + (k− 1)r (mod N)
with 1 ≤ a′i ≤ N .

Now define j0 = 0 < j1 < ... < jw = k with j` chosen minimal so that [(ai+j`r)/N ] = `
for 1 ≤ ` ≤ w − 1 = [(ai + (k − 1)r)/N ]. Note that for b` = (ai + j`r)N we have

{a ∈ A : a = (ai + jr)N , j` ≤ j < j`+1} = {a ∈ A : a = b` + jr, 0 ≤ j < j`+1 − j`},
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and that j`+1 − j` = N/r + O(1) for 1 ≤ ` ≤ w − 2. If w > 1 then let u = 0 unless
j1 < min{N/r, k}/ log N in which case we let u = 1, and let v = w unless jw − jw−1 <
min{N/r, k}/ log N in which case we let v = w − 1. Therefore

v−1∑

`=u

#{a ∈ A : a = (ai + jr)N , j` ≤ j < j`+1} ≥ δk

(
1 + η

|Â(m)|
|A|

)
− 2

min{N/r, k}
log N

≥ δ(jv − ju)

(
1 +

|Â(m)|
4|A|

)
.

Therefore there exists an integer b and z ≥ min{N/r, k}/ log N À √
N/ log N such that

#{a ∈ A : a = b + jr, 0 ≤ j < z} ≥ δz(1 + |Â(m)|/4|A|)
Lemma 3.3b. Given an arithmetic progression P in Fp of length m, there exist arith-
metic progressions P1, P2, . . . , Pk ⊂ [1, p − 1], each of length ` where ` ¿ √

m, such that
P1, P2, . . . , Pk (mod p) is a partition of P less O(`

√
m) elements of Fp.

Proof. Suppose that P = {a + id : 1 ≤ i ≤ m}. By Lemma * we know that there exist
integers |r| ≤ p/

√
m and 1 ≤ s ≤ √

m such that d ≡ r/s (mod p). Fix h, 1 ≤ h ≤ s. If
i = h + js then a + id ≡ a + hd + jr, so the Qh := {ah + jr : 0 ≤ j ≤ (m− h)/s}, where
ah ≡ a + hd (mod p), partition P .

Next we partition the Qh into subprogressions of length `, containing consecutive
elements of Qh, and that lie between consecutive multiples of p. Between two consecutive
multiples of p we can include all but at most `− 1 elements of Qh in our subprogressions;
and so in total we include all but ¿ `(mr/sp + 1) elements of Qh in our subprogressions,
and all but ¿ `s(mr/sp + 1) ¿ `

√
m elements of P in our subprogressions. The result

follows by letting the Pi by the reductions of these subprogressions.
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3b. Roth’s Theorem.
Roth [11] showed that any set of integers of positive upper density contains arithmetic

progressions of length three. This was generalized by Szemerédi [17] who showed that any
set of integers of positive upper density contains arbitrarily long arithmetic progressions.
His proof used ingenious combinatorial techniques, and a later proof given by Fürstenburg
[6] surprisingly used methods from ergodic theory.

Szemerédi actually proved more than this: Let nk(N) denote the smallest integer
such that any subset of nk(N) integers from {1, . . . , N} contains an arithmetic progression
of length k. Szemerédi established that nk(N) = o(N) for each k, proving a conjecture
of Erdős and Turán [4]. His proof used van der Waerden’s Theorem and Szemerédi’s
Regularity Lemma, and so the upper bound on the order of nk(N) obtained can be no
better than the bounds given by these theorems. However Roth’s remarkable analytic
proof that n3(N) = o(N) can be used to get an explicit upper bound, namely n3(N) ≤
cN/ log log N for some constant c > 0, and offers the possibility of generalization.

Roth’s Theorem. There exists a constant c > 0 such that any set of cN/ log log N
integers from {1, . . . , N} contains an arithmetic progression of length three.

Proof. Suppose that A ⊂ {1, . . . , N} does not contain an arithmetic progression of length
three. We will show that there exists a subset A′ of A which is a subset of an arithmetic
progression, and denser than A. Then we create a Freiman homomorphism of order 2
between A1 ⊂ {1, . . . , N1} and A′ in each case, so that A1 does not contain an arithmetic
progression of length three. In fact we will show that

√
N/ log N ¿ N1 ≤ N and if

|A| = δN then |A1| ≥ (1 + δ/20) δ N1. Iterating this enough times we create a set A∗ of density

> 2/3 in the integers up to some point, so that it contains three consecutive integers. Do this explicitly

and deduce the result.

To prove our claim, fix 1/5 > η > 0 and let P be the smallest prime > N : by the prime
number theorem P = N + O(N/ log2 N). If #{a ∈ A : 0 < a ≤ P/3} ≥ (1 + η)|A|/3 then
let A1 = A′ = {a ∈ A : 0 < a ≤ P/3}, or if #{a ∈ A : 2P/3 < a ≤ P} ≥ (1+η)|A|/3 then
let A′ = {a ∈ A : 2P/3 < a < P} = P −A1. Otherwise we must have |B| ≥ (1− 2η)|A|/3
where B = {a ∈ A : P/3 < a ≤ 2P/3}. Notice that if b, c ∈ B then 0 < 2c − b < N . In
this case let i = j = 1, k = −2 and C = B in the remarks following Proposition 3.1, so
that there exists m 6≡ 0 (mod P ) such that |Â(m)| ≥ |A||B|/P − 1, Thus, by Proposition
3.3, if we take A1 = {j : 0 ≤ j < J} and A′ = {a ∈ A : a = b + jr, j ∈ A1} then
|A1| = |A′| ≥ (1 + |Â(m)|/4|A|) (|A|/N) J where J À √

N/ log N .

Heath-Brown [9] and Szemerédi [18] have recently improved this to n3(N) ¿ N/(log N)c,
for some constant c > 0. It is unclear what is the correct order of n3(N). There is a beau-
tiful lower bound due to Behrend:
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Behrend’s Theorem. There exists a set of ≥ N/ exp(c
√

log N) integers from {1, . . . , N}
which does not contain an arithmetic progression of length three.

Proof. The set {(x0, . . . , xn−1) ∈ Zn : 0 ≤ xi ≤ d − 1} contains (d − 1)n elements.
Moreover if x belongs to this set then |x|2 is a positive integer ≤ n(d − 1)2. Thus there
exists an integer k such that the set S = {x : |x|2 = k, 0 ≤ xi ≤ d − 1} has ≥ dn−2/n
elements.

Let A = {x0+x1(2d−1)+x2(2d−1)2+· · ·+xn−1(2d−1)n−1 : x ∈ S}. If a1+a2 = 2a3

where each ai = ai(xi) =
∑

j xi,j(2d − 1)j then prove by induction that x1,j + x2,j = 2x3,j for

each j ≥ 0 (hint: consider a1 + a2 ≡ 2a3 (mod 2d − 1), etc.). Therefore x1 + x2 = 2x3, which
implies that these three points of S lie on the same line: however this is impossible since
a line intersects the surface of a sphere in at most two points. Thus A contains no three
term arithmetic progressions.

Now every element of A is ≤ (d − 1)
∑n−1

j=0 (2d − 1)j < N := (2d − 1)n/2 and |A| =
|S| ≥ dn−2/n ≥ N/(2nd2). Choosing n to be an even integer and d = 2n/2−1 we obtain
N < 2n2−1 and |A| ≥ 4N/22n which implies the result for arbitrarily large N . Prove the

result for all sufficiently large N using this construction.

3c. How often can |Â(m)| be large?. For fixed ρ > 0 let R := {r (mod N) : |Â(r)| >
ρ|A|}. Then

|A|N =
∑
m

|Â(m)|2 ≥
∑

m∈R

ρ2|A|2,

so that |R| ≤ ρ−2α−1, where α := |A|/N ; that is, it is bounded as a function of ρ and α.
One can determine some structure in the set R:

Theorem 3.4. Suppose that A ⊂ Z/NZ. The set R := {r (mod N) : |Â(r)| > ρ|A|} is
contained in a cube of dimension ≤ 2ρ−2 log(N/|A|).

Remember that a cube of dimension k is a set Λ of the form {ε1λ1 + · · · + εkλk :
each εi ∈ {−1, 0, 1}}, for given Λ = {λ1, λ2, . . . , λk}. We say that Λ is dissociated if
ε1λ1 + · · ·+ εkλk = 0 with each εi ∈ {−1, 0, 1} only for ε1 = · · · = εk = 0.

The proof of Theorem 3.4 involves some seemingly ad hoc analysis, which we state in
the next lemma. For now write the “general” finite trigonometric polynomial as f(x) =∑

j cj cos(2π(λjx/N + βj)) where each cj ∈ R and 0 ≤ βj < 1. Show:

Lemma 3.5.
(i) We have ety ≤ cosh(t) + y sinh(t) for all t ∈ R and |y| ≤ 1.
(ii) cosh(u) ≤ eu2/2 for any u ∈ R.
(iii) With f(x) as above,

∑
x (mod N) f(x)2 = (N/2)

∑
j c2

j .

We deduce

Proposition 3.6. If Λ is dissociated then

1
N

∑
x

exp(tf(x)) ≤ exp

(
1
N

∑
x

t2f(x)2
)
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Proof. Using (i) (of Lemma 3.5) the left side above is

≤ 1
N

∑
x

∏

j

(cosh(tcj) + cos(2π(λjx/N + βj)) sinh(tcj)).

Writing each cos θ as (eiθ + e−iθ)/2 the jth term in the product takes the form∑
εj∈{−1,0,1} c(j, εj) exp(εjλjx/N) for certain constants c(j, εj). Multiplying this out over

the j, then summing over x (mod N), we see that the only terms that can have a non-zero
sum are those for which

∑
j εjλj = 0: and thus ε1 = · · · = εk = 0 as Λ is dissociated. This

term is easily obtained from the above product as

1
N

∑
x

∏

j

cosh(tcj) =
∏

j

cosh(tcj) ≤ exp


 t2

2

∑

j

c2
j


 = exp

(
t2

N

∑
x

f(x)2
)

using Lemma 3.5 (ii) and (iii).

With this preparation we can prove

Proposition 3.7. Suppose that A ⊂ Z/NZ. Any dissociated subset of R := {r (mod N) :
|Â(r)| > ρ|A|} has size ≤ 2ρ−2 log(N/|A|).
Deduction of Theorem 3.4. Let Λ be a maximal dissociated subset of R. Then any r ∈ R
can be written in the form r =

∑
i εiλi so that R ⊂ Λ.

Proof of Proposition 3.7. If Λ = {λ1, λ2, . . . , λk} is a dissociated subset of R, let f(x) =
Re

(∑
j Â(λj)e(λjx/N)

)
, which we can rewrite as f(x) =

∑
j cj cos(2π(λjx/N + βj)) where

cj = |Â(λj)| and βj is chosen appropriately. Note also that f̂(r) = NÂ(r)/2 if r ∈ Λ ∪ −Λ,
and f̂(r) = 0 otherwise, so that

∑
x

f(x)A(x) =
1
N

∑
r

f̂(r)Â(r) =
2

N2

∑
r

|f̂(r)|2 =
2
N

∑
x

|f(x)|2.

Therefore, for any t we have, using the arithmetic-geometric mean inequality and then
Proposition 3.6,

exp

(
2t

N |A|
∑

x

|f(x)|2
)

= exp

(
t

|A|
∑

x∈A

f(x)

)

≤ 1
|A|

∑

x∈A

exp(tf(x)) ≤ N

|A| exp

(
t2

N

∑
x

f(x)2
)

.

Taking t = 1/|A| we deduce that
∑

x f(x)2 ≤ N |A|2 log(N/|A|). On the other hand,
by Lemma 3.5(iii), (2/N)

∑
x f(x)2 =

∑
j c2

j =
∑

j |Â(λj)|2 ≥ |Λ|(ρ|A|)2, and the result
follows from combining these last two inequalities.
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Exponential sums, I

Suppose that α, β ∈ R. As each term has absolute value ≤ 1, and by summing the geometric
series, we obtain

(4.1)

˛̨
˛̨
˛
N−1X

n=0

e(αn + β)

˛̨
˛̨
˛ ≤ min{N, 1/2‖α‖}.

It is also useful to note that for any given y1, y2, . . . , yk we have

(4.2)
X

i

min{N, 1/‖yi‖} ¿ N +
log(2N)

mini6=j ‖yi − yj‖
.

Now suppose that |α− a/q| ≤ 1/q2 where (a, q) = 1. We use this to show that

(4.3)
NX

n=0

min


Q,

1

‖αn + β‖

ff
¿ (Q + q log 2Q)(1 + N/q).

The implicit constant here does not depend on α. First we prove it for N < q/2, since if 0 ≤ m < n ≤ N

then ‖(αn + β) − (αm + β) = ‖α(m − n)‖ ≥ ‖(m − n)a/q‖ − |m − n|/q2 ≥ 1/q − (q/2)/q2 = 1/(2q) and

we apply (4.2). The result follows for general but cutting the sum up into intervals of length < q/2.

All this preparation leads to a remarkable lemma:

Lemma 4.1. For any α ∈ R and any quadratic polynomial f(x) ∈ R[x] with leading
coefficient α we have

∣∣∣∣∣
N−1∑
n=0

e(f(n))

∣∣∣∣∣ ¿
N

q1/2
+ ((q + N) log 2N)1/2

where |α− a/q| ≤ 1/q2 with (a, q) = 1.

Proof. If f(x) = αx2 + bx + c then f(x + h) − f(x) = h(2αx + b + αh) so that, writing
m = n + h we obtain

∣∣∣∣∣
N−1∑
n=0

e(f(n))

∣∣∣∣∣

2

=
N−1∑

m,n=0

e(f(m)− f(n))

=
N−1∑

h=−(N−1)

e(αh2 + bh)
min{N−1,N−1−h}∑

n=max{0,−h}
e(2hαn)

≤
N−1∑

h=−(N−1)

min{N, 1/‖2αh‖}

using (4.1), and the result follows from (4.3).

A little further down we will generalize Lemma 4.1 to arbitrary degree polynomials,
but the proof is quite technical, and to get the general idea it is easier to prove the analogous
result in finite fields:
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Lemma 4.1*. For any polynomial f(x) ∈ Fp[x] of degree k with p > k ≥ 1, we have

∣∣∣∣∣
p−1∑
n=0

e

(
f(n)

p

)∣∣∣∣∣ ≤ 2p1−1/2k−1
.

Proof. We proceed by induction on degree k ≥ 1. If f has degree 1, then the sum is over
a geometric progression and the value is 0. For k = 2 we have

∣∣∣∣∣
p−1∑
n=0

e

(
an2 + bn + c

p

)∣∣∣∣∣

2

=
p−1∑

h=0

p−1∑
n=0

e

(
a(h2 + 2hn) + bh

p

)

= p +
p−1∑

h=1

e

(
ah2 + bh

p

) p−1∑
n=0

e

(
2ahn

p

)
= p

expanding the sum with variables n + h and n. Hence the sum has size exactly
√

p; in
fact it is known as a Gauss sum. For larger k we have note that if f(n) = ank + . . . then
fh(n) := f(n + h) − f(n) = ahknk−1 + . . . where the “. . . ” signify a polynomial of lower
degree in n. Note that p|ahk if and only if p|h; and that f0(n) = 0. Hence modifying the
above argument we obtain

∣∣∣∣∣
p−1∑
n=0

e

(
f(n)

p

)∣∣∣∣∣

2

=
p−1∑

h=0

p−1∑
n=0

e

(
fh(n)

p

)
≤ p +

p−1∑

h=1

2p1−1/2k−2 ≤ 4p2−1/2k−2
,

and the result follows.

The generalization of Lemma 4.1 proceeds along similar lines. However because we
are now not dealing with “complete” exponential sums (that is a sum over all the values in
the group) we do not get the same convenient cancelations, so have to work a little harder:

Lemma 4.1+. For any α ∈ R and any polynomial f(x) ∈ R[x] of degree k with leading
coefficient α we have ∣∣∣∣∣

N−1∑
n=0

e(f(n))

∣∣∣∣∣ ¿
N

q1/2k (log N)5/8

where |α− a/q| ≤ 1/q2 with (a, q) = 1, and q ≤ N .

Proof. We prove, by induction on k ≥ 2, that

∣∣∣∣∣
1

2N

M−1∑
n=0

e(f(n))

∣∣∣∣∣

2k−1

≤ 1
(2N)k−1

∑

−N<h1,h2,... ,hk−1<N

min
{

1,
1

N‖k!αh1 . . . hk−1‖
}

.

Note that if we multiply the right side through by Nk we get an increasing function of N ,
and that 2k−1 ≥ k for all k ≥ 1. The inequality appears in the proof of Lemma 4.1 for k = 2.
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Now if f has degree k then we square, and note that f(n+h)−f(n) = kαhnk−1+. . . = gh(n)
say, to obtain the upper bound

∣∣∣∣∣
1

2N

M−1∑
n=0

e(f(n))

∣∣∣∣∣

2

≤ 1
2N

∑

−N<h<N

∣∣∣∣∣∣
1

2N

min{N−1,N−1−h}∑

n=max{0,−h}
e(gh(n))

∣∣∣∣∣∣
.

We Cauchy this k − 2 times and then apply the induction hypothesis to get the claim.
Note that the summand does not change if we replace h by −h. Moreover the con-

tribution from hi = 0 is ≤ kNk−2/(2N)k−1 ≤ 1/N . So we may rewrite our inequality
as

∣∣∣∣∣
1

2N

M−1∑
n=0

e(f(n))

∣∣∣∣∣

2k−1

≤ 1
Nk−1

∑

1≤h1,h2,... ,hk−1<N

min
{

1,
1

N‖k!αh1 . . . hk−1‖
}

+
1
N

.

Let τk(n) be the number of ways of writing n = h1h2 . . . hk with each 1 ≤ hi ≤ N , so
our big sum is

1
Nk−1

∑

n≤Nk−1

τk−1(n)min
{

1,
1

N‖k!αn‖
}

We now Cauchy this, so the square is

≤ 1
Nk−1

∑

n≤Nk−1

τk−1(n)2 · 1
Nk−1

∑

n≤Nk−1

min
{

1,
1

N‖αk!n‖
}2

.

Since the summand in the second sum is always ≤ 1, that sum is

≤ 1
Nk−1

∑

m≤k!Nk−1

min
{

1,
1

N‖αm‖
}
¿ (1 +

q log 2N

N
)(

1
Nk−1

+
k!
q

)

by (4.3). Moreover

1
Nk

∑

n≤Nk

τk(n)2 ≤
∑

n≤Nk

τk(n)2

n
≤

∏

p≤N

(
1 +

τk(p)2

p
+

τk(p2)2

p2
+ . . .

)
.

Since τk(pe) depends only on k and e, the Euler product can be bounded using just the
first term. Now τk(p) = k, and so the above is

¿k

(
1 +

1
p

)k2

¿ (log N)k2
.

Collecting up the estimates above we obtain
∣∣∣∣∣
N−1∑
n=0

e(f(n))

∣∣∣∣∣ ¿
N

q1/2k (log N)5/8
((

1 +
q

N

)(
1 +

q

Nk−1

))1/2k

+ N1−1/2k−1
,

and the result follows.
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Theorem 4.2. Fix k ≥ 2. For any α ∈ R and any M , there exists m ≤ M such that
‖αmk‖ ¿ (log M)/M1/K(k), where K(2) = 5 and K(k) := (k − 1)2k + 2k − 1 for k ≥ 3.

Proof. Select prime N > Mk+1, and b with |α−b/N | ≤ 1/(2N). Let A = {bmk (mod N) :
1 ≤ m ≤ M} ⊂ Z/NZ and let L = N(log M)5/8/M1/K . We see that A contains exactly
M distinct elements. If A contains an element in (−L,L) then ‖αmk‖ ≤ ‖bmk/N‖ +
Mk/2N ≤ 2L/N , and the result follows. Otherwise there exists r, 0 < r < (N/L)2

such that |Â(r)| ≥ (L/2N)|A| = LM/2N by Proposition 3.2b. Select q ≤ M for which
|αr − a/q| < 1/qM for some (a, q) = 1, so that

|Â(r)| =
∣∣∣∣∣∣

∑

m≤M

e

(
brmk

N

)∣∣∣∣∣∣
≤

∣∣∣∣∣∣
∑

m≤M

e
(
rαmk

)
∣∣∣∣∣∣
+


 ∑

m≤M

rmk

N




¿ M

q1/2k · (log M)5/8 +
NMk+1

L2
,

by Lemma 4.1+ (with exponent 1/22 replaced by 1/2 when k = 2 by Lemma 4.1). Com-
bining the last two inequalities gives that q ¿ M2k/K (and q ¿ M2/5 when k = 2), and
so

‖α(qr)k‖ ≤ qkrk−1|rα− a/q| ¿ (qr)k−1

M
¿ 1

M1/K(log M)5(k−1)/4
¿ L

N
.
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The Geometry of Numbers

A lattice in Rn is a subgroup generated by n linearly independent vectors, with basis
x1, x2, . . . , xn say. The fundamental parallellopiped of Λ with respect to x1, x2, . . . , xn

is the set P = {a1x1 + a2x2 + · · · + anxn : 0 ≤ ai < 1}. The sets x + P , x ∈ Λ are
disjoint and their union is Rn. The determinant det(Λ) of Λ is the volume of P ; in fact
det(Λ) = |det(A)|, where A = (x1, x2, . . . , xn) and the xi are column vectors with respect
to the canonical basis for Rn. A convex body K is a bounded convex open subset of Rn.
Show that vol(K) = limt→∞ |Λ ∩ tK|det(Λ)/tn. A key result is:

Blichfeldt’s Lemma. Let K ⊂ Rn be a measurable set, Λ a lattice and suppose vol(K) >
det(Λ). Then K −K contains a non-zero lattice point.

The proof is a challenge problem. This immediately gives

Minkowski’s First Theorem. If K is a centrally symmetric convex body with vol(K) >
2ndet(Λ) then K contains a non-zero point of Λ.

Proof. As K is convex and centrally symmetric, K = 1
2K − 1

2K. However, vol( 1
2K) >

det(Λ), so the result follows by Blichfeldt’s Lemma.

For a centrally symmetric convex body K define λk to be the infimum of those λ
for which λK contains k linearly independent vectors of Λ. We call λ1, λ2, . . . , λn the
successive minima of K with respect to Λ. Let b1, b2, . . . , bn ∈ Rn be linearly independent
vectors with bk ∈ λkK ∩ Λ for each k. The proof of the next result, and much more, can
be found in [15].

Minkowski’s Second Theorem. If 0 < λ1 ≤ λ2 ≤ · · · ≤ λn are the successive minima
of convex body K with respect to Λ then λ1λ2 . . . λnvol(K) ≤ 2ndet(Λ).

Let r1, r2, . . . , rk ∈ Z/NZ and δ > 0 be given. We define the Bohr neighbourhood

B(r1, r2, . . . , rk; δ) := {s ∈ Z/NZ : ‖ris/N‖ ≤ δ for i = 1, 2, . . . , k};

that is, the least residue, in absolute value, of each ris (mod N) is < δN in absolute value.
A generalized arithmetic progression is called proper if its elements are distinct are

all distinct (that is |C(a0, a1, . . . , ak; N1, N2, . . . , Nk)| = N1N2 . . . Nk).
It will be seen, in §6, that Bohr neighbourhoods can be used as a step in finding

arithmetic progressions, using Fourier transforms.

Theorem 5.7. If 0 < δ < 1/2 then the Bohr neighbourhood B(r1, . . . , rk, δ) contains a
proper k-dimensional arithmetic progression of cardinality at least (2δ/k)kN .

Proof. We have s ∈ B(r1, r2, . . . , rk; δ) if and only if (r1s, r2s, . . . , rks) + NZk contains a
point x with ‖x‖∞ ≤ δN . Let Λ be the lattice generated by NZk and (r1, r2, . . . , rk): It

can be shown that det(Λ) = Nk−1.
Let K = {(a1, a2, . . . , ak) : −1 < ai < 1} and, as described above, obtain a ba-

sis b1, b2, . . . , bk of Rk with each bi ∈ Λ satisfying ‖bi‖∞ = λi. Define si so that bi ∈
(r1si, r2si, . . . , rksi)+NZk. By Minkowski’s Second Theorem, λ1λ2 . . . λkvol(K) ≤ det(Λ)·
2k so that λ1λ2 . . . λk ≤ Nk−1.
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Let P be the k-dimensional arithmetic progression {∑k
i=1 aisi : |ai| ≤ δN/kλi}. If

s ∈ P then, for each j,

∥∥∥rjs

N

∥∥∥ ≤
k∑

i=1

|ai|
∥∥∥rjsi

N

∥∥∥ ≤
k∑

i=1

δN

kλi

∥∥∥∥
(bi)j

N

∥∥∥∥ ≤
k∑

i=1

δN

kλi

‖bi‖∞
N

= δ.

Moreover since δ < 1/2 we have that P is proper. Finally note that |P | ≥ ∏
2δN/kλi = (2δN/k)k ·

(λ1λ2 . . . λk)−1 ≥ (2δ/k)kN .



ADDITIVE COMBINATORICS (WINTER 2010) 41

subchapter: Sum-Product formulas, I. Proofs from “The Book”

All true mathematicians are motivated by elegant proofs, none more so than the great
Paul Erdős. Erdős used to say that “the supreme being” kept a book which contained all
of the most beautiful proofs of each theorem and just occasionally we mortals are allowed
to glimpse this book, as we discover an extraordinary proof. In this section we shall see
three such proofs from “The Book”, all by Hungarians.

One of Paul Erdős’s proofs from the book, comes in his “multiplication table theorem”:
Let A = {1, 2, . . . , N}; how big is A · A = {ab : a, b ∈ A}? That is, how many distinct
integers appear in the N -by-N multiplication table? It is trivial that |A ·A| ≤ N(N +1)/2
(using the symmetry that ab = ba) but is it the case that |A ·A|/N2 →a limit as N →∞,
and if so, what is that limit? Erdős proved that the limit exists and is 0, that is |A ·A| =
o(N2). His proof rests on the beautiful result of Hardy and Ramanujan that all but o(N)
of the integers n ≤ N have {1+o(1)} log log N prime factors (counting multiplicity3). But
then all but o(N2) of the products ab with a, b ≤ N have {2+o(1)} log log N prime factors,
whereas almost all integers up to N2 have {1 + o(1)} log log(N2) = {1 + o(1)} log log N
prime factors, and the result follows!

In the other direction, consider integers of the form n = pm ≤ N2 where p ∈ (N2/3, N ]
is prime and m ≤ N . There are ≥ {1+ o(1)}N2/ log N such product by the prime number
theorem, and any n can be represented in at most two ways as such a product, so that |A · A| ≥
{1/2+o(1)}N2/ log N . In the case that A is an arithmetic progression {a+ib : 1 ≤ i ≤ N}
then we may assume without loss of generality that (a, b) = 1 (else we divide through by the
common factor). If b > 2N then |A·A| = N(N+1)/2; for if (a+ib)(a+jb) = (a+Ib)(a+Jb)
then a(i+j)+bij = a(I+J)+bIJ so that a(i+j) ≡ a(I+J) (mod b) implying i+j ≡ I+J
(mod b) and thus i+j = I +J since 2 ≤ i+j, I +J ≤ 2N < b, and so ij = IJ and therefore
{i, j} = {I, J}. Similarly if a > N2 then |A · A| = N(N + 1)/2. Finally if b ≤ 2N and a ≤ N2

then all elements of A are ≤ N2+N(2N) = 3N2. Let B be the subset of A consisting of all
integers in A with a prime factor in (N/2, N ]. Note that all primes in (N/2, N ] that do not divide b,

divide either one or two elements of A so that |B| ≥ {1/2+o(1)}N/ log N . Any element of A ·B
is ≤ 9N4 so contains no more than 4 prime factors > N/2 and so cannot be written in more
than eight ways as ab, a ∈ A, b ∈ B. Therefore |A ·A| ≥ |A ·B| ≥ {1/8 + o(1)}N2/ log N .

One might expect to generalize this so that if A + A is small then A has a lot of
additive structure, that is it is a subset of a generalized arithmetic progression, and so
A · A is large. In fact there should be some “play off” between the two in that if one is
much smaller than the expected size then the other should not be; that is one might guess,
as did Erdős and Szemerédi, that

|A + A|+ |A ·A| Àε |A|2−ε

for any ε > 0; or, more daringly like Solymosi, that

|A + B|+ |A · C| Àε |A|2−ε whenever |A| = |B| = |C|.
There are several results of this type, for various values of ε, in the literature, but

none more elegantly proved than the result of Elekes. This rests on a (generalization of
a) result in combinatorial geometry of Szemerédi and Trotter, which in turn has recently
been given a gorgeous proof via geometric and random graph theory by Székely:

3So that, for instance, 12 has 3 prime factors.
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The Szemerédi-Trotter theorem. We are given a set Υ of m curves in the complex
plane such that

• Each pair of (distinct) curves in Υ meet in at most B1 points;
• No more than B2 curves in Υ contain any given pair of (distinct) points.

For a given set, Π, of m points, define X = X(Υ, Π) to be the number of pairs (P, C) with
P ∈ Π, C ∈ Υ where P lies on C. Then X(Υ, Π) ≤ m + 4B2n + 4B2B

1/3
1 (mn)2/3.

Proof. (Székely) The key idea is to determine how far away our set of curves and points are
from being embeddable on the plane in the sense of graph theory, that is that the curves of
Υ should only cross at points in Π. To convert this directly into a graph theory problem we
replace each point of Π by a vertex of our graph G, and we join two vertices of G if and only
if the corresponding points lie on the same curve C ∈ Υ with no other point of Π in-between
(we call such pairs of points “neighbours on C”). In this definition G is a simple graph,
even if two points are neighbours on several curves of Υ. We will also define a hypergraph
G∗ with the same vertex set as G, but as many edges between two vertices as the number
of curves of Υ on which they are neighbours. Note that X = e(G∗) + m ≤ B2e(G) + m
(where e(H) and v(H) are the number of edges and vertices, respectively, in H; note
that v(G) = n). Therefore we will assume that e(G) ≥ 4n for otherwise we already have
X < 4B2n + m as desired.

We now define Y = Y (G) to be the minimum, over all drawings of G in the complex
plane, of the number of crossings of edges of G that occur at some point not in the vertex
set of G; so Y (G) = 0 if G is planar. Note that if we remove these Y (G) edges from
G and as well as any isolated vertices, then the resulting new graph H is planar, with
e(H) = e(G) − Y (G) and v(H) ≤ v(G). Note also that Y (G) can be no bigger than the
sum over all pairs of curves in Υ, of the number of ways that those two curves can cross;
that is Y (G) ≤ B1

(
m
2

)
.

Now for any simple planar graph H one has the Euler characteristic formula that
f(H) − e(H) + v(H) = 2 where f(H) is the number of faces of H, and that any edge
separates at most two faces whereas any face is surrounded by at least three edges so that
3f(H) ≤ 2e(H). Therefore 6 + 3e− 3v = 3f ≤ 2e so that e(H) ≤ 3v(H)− 6. Combining
this with the previous paragraph we deduce that Y (G) ≥ e(G)− 3v(G) + 6.

Székely’s extraordinary trick is to apply the result of the previous paragraph to ran-
domly chosen subgraphs of G, resulting in an improvement of the above inequality! The
random process involves deciding at random whether to select each vertex, independently,
where the probability of each vertex being chosen is p = 4v(G)/e(G) (which is ≤ 1 by
the above assumption); and then retaining the edges from G that go between chosen
vertices. If we call the resulting subgraph K then we see that the expected numbers
of vertices in K is pv(G), written E(v(K)) = pv(G) and also that E(e(K)) = p2e(G)
and E(Y (K)) = p4Y (G). Substituting this into the bound attained above we have
p4Y (G) = E(Y (K)) ≥ E(e(K))− 3E(v(K)) + 6 = p2e(G)− 3pv(G) + 6. With our choice
of p, and the above bound for Y , this implies that B1m

2/2 > Y (G) > e(G)3/64v(G)2, so
that X ≤ B2(32B1)1/3(mn)2/3 + m.

Prove that each term in the upper bound here is necessary by giving appropriate examples. For example

for the third term let Υ be the set of lines y = ax + b with 0 ≤ a ≤ A and 0 ≤ b ≤ AC, and let Π be the
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set of points in the rectangle {0, 1, . . . , C} × {0, 1, . . . 2AC}. A big subset of the points counted by X are

given by the points on the lines with 0 ≤ x ≤ C.

Corollary (Elekes). If |B||C| ≥ |A| then |A+B|+|A·C| ≥ (64|B||C|/(|A|−1))1/4(|A|−1).

Proof. Consider the set of points Π = (A+B)× (A ·C), and the set Υ of lines y = c(x− b)
for each b ∈ B, c ∈ C. Note that B1 = B2 = 1. Each such line contains |A| points,
namely {(a + b, ac) : a ∈ A} and so X ≥ |A|m where m = |B||C| and n = |A + B||A · C|.
Substituting this into the proof of the Szemerédi-Trotter theorem we obtain (|A| − 1)m ≤
n/4 + (mn)2/3/321/3, from which we deduce that |A + B||A · C| ≥ 2(|B||C|(|A| − 1)3)1/2

if |B||C| ≥ |A|, and the result follows.

In the particular case that |A| = |B| = |C| this gives |A + B|+ |A ·C| ≥ |A|5/4, a first
step to the above conjectures.

Proposition. (Solymosi, 2009) Suppose that A,B ⊂ R+ with |A| ≥ |B| > 1. Then

|AB||A + A||B + B| À (|A||B|)2
log |B| .

Proof. In this proof we will use the multiplicative energy E×(A,B) which counts the
number of solutions a, a′ ∈ B, b, b′ ∈ B to ab = a′b′.

Define Cm := {(a, b) ∈ A × B : b = ma}. If m < n and (x, y) = (a, b) + (a′, b′) ∈
Cm + Cn ⊂ (A + A)× (B + B) then a + a′ = x and ma + na′ = b + b′ = y, so that a and
a′ are determined, and hence |Cm + Cn| = |Cm||Cn|. Note that m < y

x = b+b′
a+a′ < n.

Therefore if m1 < m2 < . . . < mk then the elements of Cmi +Cmi+1 , i = 1, 2, . . . , k−1
are all distinct (since if (xi, yi) ∈ Cmi + Cmi+1 , then m1 < . . . < mj−1 <

yj−1
xj−1

< mj <
yj

xj
< mj+1 < . . . < mk). We deduce that

(1)
k−1∑

i=1

|Cmi ||Cmi+1 | ≤ |A + A||B + B|.

Let Lj be the set of m for which 2j ≤ |Cm| < 2j+1. Applying (1) to the m’s in Lj we
obtain

(|Lj | − 1)22j ≤
k−1∑

i=1

|Cmi ||Cmi+1 | ≤ |A + A||B + B|.

Now if 2J > |B| then

E×(A,B) =
∑
m

|Cm|2 ≤
J−1∑

j=0

22(j+1)|Lj |

≤ 4
J−1∑

j=0

(|A + A||B + B|+ 22j) ≤ 4J |A + A||B + B|+ 4J+1/3.(2)

Now the multiplicative analogy to (6.2’) is (|A||B|)2 ≤ |AB|E×(A,B), and we can assume
2J ≤ 2|B| so combining the above yields the result.
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Corollary. Suppose that A ⊂ R+ with |A| > 1. Then

|AA|+ |A + A| À |A|4/3

(log |A|)1/3
.

Proof. We partition our set A into A+ ⊂ R+ and A− ⊂ R−. Taking A = B = A+ and
then A = B = −A− in the Proposition then yields the result.
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The Freiman-Ruzsa Theorem

Freiman’s Theorem [5] describes the structure of a set A under the condition that
A + A has size close to that of A. We define a generalised arithmetic progression to be a
sum P of ordinary arithmetic progressions (see Theorem 5.7). If P is a subset of a small
generalised arithmetic progression then |P + P | is close to |P |. Freiman’s Theorem states
the converse: if |P + P | is close to P then P must be contained in a small generalized
arithmetic progression.

We now proceed to the proof of Freiman’s Theorem, using a remarkable and ingenious
approach due to Ruzsa [12].

Let A ⊂ Z/sZ or A ⊂ Z and B ⊂ Z/tZ.
Then φ : A → B is called a (Freiman) k-homomorphism if whenever x1+x2+· · ·+xk =

y1 + y2 + · · ·+ yk, with xi, yi ∈ A, we have
∑

φ(xi) =
∑

φ(yi). In addition, φ is called a
k-isomorphism if φ is invertible and φ and φ−1 are k-homomorphisms.

Note that φ is a k-homomorphism if the map ψ : (x1, . . . , xk) 7→ ∑
φ(xi) induced by φ

is a well defined map kA → kB, and a k-isomorphism if ψ is a bijection. Our interest will
be in 2-isomorphisms, as these preserve arithmetic progressions – a set 2-isomorphic to an
arithmetic progression is clearly an arithmetic progression. We use the following notation:

If φ : A → B and A′ ⊂ A, then φ|A′ denotes the restriction of φ to A′.

Lemma 6.1. Let A ⊂ Z and suppose |kA− kA| ≤ C|A|. Then, for any prime N > C|A|,
there exists A′ ⊂ A with |A′| ≥ |A|/k that is k-isomorphic to a subset of Z/NZ.

Proof. We may suppose A ⊂ N and select a prime p > k maxA. Then the quotient map
φ1 : Z → Zp is a homomorphism of all orders, and φ1|A is a k-isomorphism. Now let q
be a random element of [p − 1] and define φ2 : Zp → Zp by φ2(x) = qx. Then φ2 is an
isomorphism of all orders, and hence a k-isomorphism. Let φ3(x) = x where φ3 : Zp → Z.
Then for any j, φ3|Ij is a k-isomorphism where

Ij = {x ∈ Zp :
j − 1

k
p ≤ x <

j

k
p− 1}.

For, if
∑k

i=1 xi =
∑k

i=1 yi (mod p) with xi, yi ∈ Ij , then
∑k

i=1 xi =
∑k

i=1 yi in Z.
By the pigeonhole principle, there exist A′ ⊂ A with |A′| ≥ |A|/k (depending on q) and
φ2φ1[A′] ⊂ Ij for some j. Restricted to A′, φ3φ2φ1 is a k-homomorphism. Finally, let
φ4 be the quotient map (a k-homomorphism) Z → Z/NZ. Then with φ = φ4φ3φ2φ1,
φ(x) = qx (mod p) (mod N) and φ|A′ is a k-homomorphism, as it is the composition of
k-homomorphisms.

The only way φ|A′ is not a k-isomorphism is if there are a1, a2, . . . , ak, a′1, a
′
2, . . . , a

′
k ∈

A′ such that
∑k

i=1 φ(ai) =
∑k

i=1 φ(a′i) but
∑k

i=1 φ(ai) 6=
∑k

i=1 φ(a′i).
Now

∑
i ai 6=

∑
i a′i implies

∑
i ai 6=

∑
i a′i (mod p) so we have q(

∑
i ai−

∑
i a′i) (mod

p) is a multiple of N . The probability of this event is at most |kA − kA|/N < 1 since
|kA− kA| ≤ C|A| and N > C|A|. So for some q, φ|A′ is a k-isomorphism.

The next theorem, due to Bogolyubov [3], shows that we may find long arithmetic
progressions with small dimension in 2A− 2A. The proof is surprisingly simple.
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Theorem 6.2. Let A ⊂ Z/NZ with |A| ≥ αN . Then 2A − 2A contains an arithmetic
progression of length at least (α2/4)α−2

N and dimension at most α−2.

Proof. Let g(x) be the number of ways of writing x = (a− b)− (c− d) with a, b, c, d ∈ A.
That is, g = (A ∗ A) ∗ (A ∗ A) and x ∈ 2A − 2A if and only if g(x) 6= 0. Now g(x) =
N−1

∑
r |Â(r)|4ωrx,

by Lemma 2.2 (3). Let K = {r 6= 0 : Â(r) ≥ α3/2N}. Then∑
r 6=0
r 6∈K

|Â(r)|4 ≤ max
r 6=0
r 6∈K

|Â(r)|2
∑

r

|Â(r)|2 < α3N2 · αN2 = α4N4.

Therefore, if x is such that Re(ωrx) ≥ 0 for all r ∈ K, then

Re
(∑

r

|Â(r)|4ωrx
)

> |Â(0)|4 − α4N4 = 0.

Therefore g(x) 6= 0 and 2A − 2A contains the Bohr neighbourhood B(K; 1/4) –
Re(ωrs) ≥ 0 if and only if −N/4 ≤ rs ≤ N/4. Now

∑
r∈K |Â(r)|2 ≥ kα3N2 and∑

r∈K |Â(r)|2 ≤ αN2. By Theorem 5.7, 2A−2A contains the required arithmetic progres-
sion.

We now present Ruzsa’s proof of Freiman’s Theorem.

Freiman’s Theorem. Let A ⊂ Z/NZ be a set such that |A + A| ≤ C|A|. Then A is
contained in a d-dimensional arithmetic progression P of cardinality at most k|A| where d
and k depend on C only.

Proof. By Theorem 5.15, |8A − 8A| ≤ C16|A|. By Lemma 6.1, A contains a subset A′ of
cardinality at least |A|/8 which is 8-isomorphic to a a set B ⊂ Z/NZ with C16|A| < N ≤
2C16|A|, where N is prime and C|A| < N ≤ 2C|A|, using Bertrand’s Postulate. So |B| =
αN with α ≥ (16C16)−1. By Theorem 6.2, 2B − 2B contains an arithmetic progression
of dimension at most α−2 and cardinality at least (α2/4)α−2

N ≥ (α2/4)α−2 |A|. Since B
is 8-isomorphic to A′, 2B − 2B is 2-isomorphic to 2A′ − 2A′. Any set 2-isomorphic to a
d-dimensional arithmetic progression is a d-dimensional arithmetic progression. Therefore
2A′− 2A′, and hence 2A− 2A, contains an arithmetic progression Q of dimension at most
α−2 and cardinality γ|A|, where γ ≥ (α2/4)α−2

. Now let X = {x1, x2, . . . , xk} ⊂ A be
maximal such that x, y ∈ X, x 6= y imply x−y ∈ Q−Q. Equivalently, all the sets x+Q are
disjoint, so X + Q = |X||Q|. Since X is maximal, A ⊂ X + (Q−Q) and X is contained in
the k-dimensional arithmetic progression R =

{∑k
i=1 aixi : 0 ≤ ai ≤ 1

}
. Clearly |R| ≤ 2k.

Therefore A is contained in the arithmetic progression R + (Q−Q), of dimension at most
α−2 + k. We know that X + (Q − Q) ⊂ A + (4A − 4A) = A + 2A − 2A + 2A − 2A, and
that X + Q ⊂ A + 2A− 2A = 3A− 2A.

So |X + Q| ≤ |3A − 2A| ≤ C5|A|, by Theorem 5.15. So k ≤ C5|A|/|Q| ≤ C5γ−1.
Finally, |Q−Q| ≤ 2α−2 |Q|, by d-dimensionality. So A is contained in an arithmetic progres-
sion of dimension at most α−2C5γ−1, and cardinality at most 2k2α−2 |Q| ≤ 2k2α−2 |2A−2A|
≤ kC42α−2 |A|.

The constants from this theorem can be chosen to be d = exp(Cα) and k = expexp(Cβ),
where α, β > 0 are absolute constants.
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The Balog-Szemerédi-Gowers theorem

Lemma 6.5. Let A1, A2, . . . , Am be subsets of an N element set S, let γ > 0 and suppose
that

∑m
i=1 |Ai| ≥ γmN . Then there exists B ⊂ {1, . . . ,m}, of cardinality at least γ5m/2,

such that for at least ninety-five percent of pairs (i, j) ∈ B ×B, |Ai ∩Aj | ≥ γ2N/2.

Proof. The idea is to show that this is true of a randomly chosen subset B, and thus
there exist such B. So, let x1, x2, . . . , x5 be chosen randomly and independently from S
and define B = {i : {x1, x2, . . . , x5} ⊂ Ai}. Then Prob[i ∈ B] = (|Ai|/N)5 and thus
the expected size of B is

∑m
i=1(|Ai|/N)5 ≥ m(

∑ |Ai|/mN)5 ≥ γ5m (Exercise: Justify this

inequality). Then, by the Cauchy-Schwartz inequality, E[|B|2] ≥ E[|B|]2 ≥ γ10m2.
If |Ai ∩Aj | ≤ γ2N/2, then

Prob[i, j ∈ B] = Prob{{x1, x2, . . . , x5} ⊂ Ai ∩Aj} < (γ2/2)5 = γ10/32.

Define C = {i, j ∈ B × B : |Ai ∩ Aj | < γ2N/2} so that E[|C|] < γ10m2/32. Therefore
E[|B|2−24|C|] > γ10m2/4, so that there exist x1, . . . , x5 such that |B|2 > 24|C|+γ10m2/4,
that is |B| > γ5m/2 and |C| ≤ 1

24 |B|2 ≤ 1
20 |B|2.

The following result is due to Balog and Szemerédi [1]. However the constants they
gave were at least exponential in α; and it was Gowers who gave polynomial growth:

Theorem 6.6. (Balog-Szemerédi-Gowers) Let A be a subset of an abelian group, and
α > 0. If E(A,A) ≥ α|A|3 then A contains a subset A′ such that |A′| ≥ c|A| and |A′−A′| ≤
C|A′| where c and C depend on α only (we can take c = 2−12α10 and C = 238α−32).

Proof. Let n = |A| and note that rA−A(x) = rA−A(−x) ≤ rA−A(0) = n. By hypothesis∑
x rA−A(x)2 = E(A,A) ≥ αn3. Let X = {x 6= 0 : rA−A(x) ≥ α

2 n}. Now if x ∈ X ∪ {0}
then rA−A(x)2 ≤ α

2 nrA−A(x) + (1− α
2 )n2, and so

αn3 ≤
∑

x

rA−A(x)2 ≤ α

2
n

∑
x

rA−A(x)+ (1− α

2
)n2(|X|+1) =

α

2
n3 + (1− α

2
)n2(|X|+1),

and therefore |X| ≥ α
2 n (as α ≥ 2/

√
n).

We now construct a graph G with vertices corresponding to the elements of A, and
a ∼G b if and only if a− b ∈ X.

Define ΓG(a) := {b ∈ G : a ∼G b} to be the set of neighbours of a in G. Then

∑

a∈A

|ΓG(a)| = #{a 6= b ∈ A : a ∼G b} =
∑

x∈X

r(x) ≥ |X|α
2

n ≥ α2

4
n2.

Applying Lemma 6.5 with S = A and the Ai equal to the ΓG(a), so that m = N =
n and γ = α2/4, we deduce that there exists B ⊂ A with |B| ≥ α10n/211 such that
|ΓG(a) ∩ ΓG(b)| ≥ α4n/32 for at least ninety-five percent of pairs (a, b) ∈ B ×B.

Now define a new graph H with vertex set B and edges defined so that
a ∼H b if and only if |ΓG(a) ∩ ΓG(b)| ≥ α4n/32.

Let A′ be the set of vertices of H with degree ≥ 3|B|/4.
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Exercise: Since the average degree in H is at least (19/20)|B|, deduce that |A′| ≥ 4|B|/5.

Therefore |A′| ≥ α10n/(5 · 29). We will show that if x ∈ A′−A′ then r4A−4A(x) ≥ κn7 for
a certain constant κ > 0 depending only on α. But then

κn7|A′ −A′| ≤
∑

x∈A′−A′
r4A−4A(x) ≤

∑
x

r4A−4A(x) = n8,

and so |A′ −A′| ≤ n/κ ≤ (5 · 29)α−10|A′|/κ, as desired.
Now for each x ∈ A′ −A′ select a, a′ ∈ A′ for which x = a− a′. If a ∼H b then there

are at least α4n/32 values of c ∈ A for which a−c, c−b ∈ X. If a−c ∈ X then there exists
≥ αn/2 pairs x1, y1 ∈ A for which a − c = x1 − y1, and similarly there are ≥ αn/2 pairs
x2, y2 ∈ A for which c−b = x2−y2. Taking all these representations for all such c we have ≥
(α4n/32)(αn/2)2 = α6n3/27 quadruples x1, y1, x2, y2 ∈ A for which a−b = x1−y1+x2−y2:
To verify that these representations are distinct note that if we are given a, x1, y1 we can
recover c as a − x1 + y1. If a′ ∼H b then we can similarly find such representations for
b−a′, and adding these together we find representations for a−a′ as desired which are all
distinct as we can recover b in each case. Therefore R(x) ≥ |ΓH(a) ∩ ΓH(a′)|(α6n3/27)2;
and we have |ΓH(a)∩ΓH(a′)| ≥ |ΓH(a)|+ |ΓH(a′)|− |H| ≥ 3|B|/4+3|B|/4−|B| = |B|/2,
and the result follows with κ = α22/226.

We recall that (6.2’) implies that if |A ± A| < C|A|, then E(A,A) ≥ |A|3/C. The
Balog-Szemerédi-Gowers Theorem is a partial converse, stating in this context that if
E(A,A) > |A|3/C then there exists a large subset A′ of A, such that |A′| ≥ c|A| and
|A′ + A′| ≤ κ|A| is small. where c and κ depend only on C.

We do need involve a subset of A in the conclusion of Theorem 6.6, for consider
the example A = {1, 2, . . . , N} ∪ {2N , 2N+1, . . . , 22N−1}. Then |A| = 2N, |A + A| =
N2/2 + O(N) and E(A,A) ≥ 2N3/3 + O(N2); that is E(A,A) & |A|3/12, as in the
hypothesis of Theorem 6.6, yet A + A is large, so to obtain the desired conclusion we need
the subset A′ = {1, 2, . . . , N}.

It is worth noting that this can be converted into an “if and only if” Theorem:

Corollary 6.6B. Let A be a subset of an abelian group. Then E(A,A) À |A|3 if and only
if there exists A′ ⊂ A such that |A′| À |A| and |A′ + A′| ¿ |A′| .

Proof. One direction is Theorem 6.6 together with the Corollary to Lev’s lemma. In the
other direction we have, by (6.2’),

E(A,A) ≥ E(A′, A′) ≥ |A′|4/|A′ + A′| À |A′|3 À |A|3.

An alternate but useful version of Theorem 6.6 is as follows:

Theorem 6.6A. If S ⊂ A × A with |S| ≥ β|A|2 and #{a + b : (a, b) ∈ S} ≤ (1/β)|A|
for some given β > 0 then A contains a subset A′ such that |A′| ≥ c|A| and |2A′| ≤ C|A′|
where c and C depend on β only (we can take c = 2−12β30 and C = 238β−96).

Proof. Let X = {a + b : (a, b) ∈ S} and rS(x) = #{(a, b) ∈ S : a + b = x}. Therefore

|S|2 =

(∑

x∈X

rS(x)

)2

≤ |X|
∑

x∈X

rS(x)2 ≤ |X|E(A,A).
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Hence E(A,A) ≥ |S|2/|X| ≥ β3|A|3, and the result follows from Theorem 6.6 with α = β3.

Corollary 6.7. If A ⊂ Zk with |A| = m and E(A,A) ≥ αm3 then there exists a general-
ized arithmetic progression Q of cardinality at most V (α)m and dimension at most d(α)
such that |A ∩Q| ≥ c(α)m, where V (α), d(α) and c(α) depend only on α.

Proof. By Theorem 6.6 there exists A′ ⊂ A for which |A′| ≥ c(α)|A| and |A′ − A′| ≤
C(α)|A′|. By the Freiman-Ruzsa Theorem there exists a generalized arithmetic progression
Q which contains A′, with dim(Q) ≤ d(α) and cardinality ≤ V (α)|A′|. The result follows
as A′ ⊂ A ∩Q.

The following result will be very useful in studying four-term arithmetic progressions
in the next chapter.

Corollary 6.8. Let B ⊂ Z/pZ be a set with |B| = βp, and let φ : B → Z/pZ be such that
#{a, b, c, d ∈ B : a− b = c− d and φ(a)− φ(b) = φ(c)− φ(d)} ≥ αp3.

Then there exist constants γ and η, depending only on α and β, a Z/pZ-arithmetic pro-
gression P of cardinality at least Nγ and integers λ and µ for which φ(s) = e(2λs+ µ) for
at least η|P | values of s ∈ B ∩ P . The constants can be taken to be polynomial in α.

Proof. If A = {(a, φ(a)) ∈ (Z/pZ)2 : a ∈ B} then E(A, A) ≥ αp3 ≥ αm3 where m = |A| =
|B| ∈ [βp, p]. We then proceed as in Corollary 6.7 except we can now use the Freiman-
Ruzsa theorem in a finite group (see ***), so that the relevant constants are all polynomial
in α.

Write Q = {b + a1n1 + . . . + adnd : 0 ≤ ni ≤ Ni − 1} where 1 ≤ N1 ≤ N2 ≤ . . . ≤ Nd

and p ≥ N1N2 . . . Nd ≥ c(α)p. (Note that the aj ∈ (Z/pZ)2.) Therefore Nd ≥ (c(α)p)1/d.
We can partition of Q as the union of the arithmetic progressions Qn := {bn + adnd : 0 ≤
ni ≤ Nd − 1} over each fixed n := (n1, . . . , nd−1) with 0 ≤ ni ≤ Ni − 1 for 1 ≤ i ≤ d− 1.
Hence there exists m such that

|A ∩Qm| ≥ 1
N1N2 . . . Nd−1

∑
n

|A ∩Qn| = |A ∩Q|Nd

|Q| ≥ c(α)m|Qm|
V (α)m

.

Now write Qm = {(b, c) + n(u, v) : 0 ≤ n ≤ Nd} and then take P = {b + nu : 0 ≤
n ≤ Nd}, so that |P ∩ B| = |A ∩ Qm| ≥ η|P |, where η = c(α)/V (α). Note that for each
h = b + nu ∈ P ∩ B we have φ(b) = c + nv = µ + 2λh for some λ, µ ∈ Fp, as long as
u 6= 0. But it is clear that u 6= 0 else P = {b}, so that |A ∩Qm| = |P ∩B| = 1, which is a
contradiction.
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Szemerédi’s Theorem

We will develop a strategy to prove, by analytic methods,

Szemerédi’s Theorem. For any δ > 0 and integer k ≥ 3, there exists an integer Nk,δ

such that if N ≥ Nk,δ and A ⊂ {1, 2, . . . , N} with |A| ≥ δN then A contains an arithmetic
progression of length k.

This strategy is based on Roth’s proof for k = 3, given in section *. We will give a
complete proof for k = 4, and give a complete proof for general k assuming one particularly
difficult conjecture, that has recently been proved.

Three term arithmetic progresions and Parallellograms. We return to the proof
of Roth’s Theorem, and look to re-interpret it. Let A, B,C ∈ Fp The number of three
term arithmetic progressions a, b, c with a ∈ A, b ∈ B, c ∈ C, minus the expected amount,
namely |A||B||C|/p, is 1

p

∑p−1
m=1 Â(m)B̂(−2m)Ĉ(m). The square of the absolute value of

this error term is, by Cauchying,

≤ 1
p

p−1∑
m=1

|B̂(−2m)|2 · 1
p

p−1∑
m=1

|Â(m)Ĉ(m)|2 ≤ |B|




∑

a,a′∈A, c,c′∈C
a+c=a′+c′

1− |A|2|C|2
p


 .

One can re-parametrize solutions to a + c = a′ + c′ as a′ = a + h1, c′ = a + h2 so that
c = a + h1 + h2, in other words, these are the four vertices of a parallelogram projected
onto the real axis. So, if A = B = C has δp elements then

∣∣∣∣∣∣
1
p2

∑

a,d∈Fp

A(a)A(a + d)A(a + 2d)− δ3

∣∣∣∣∣∣

2

≤ δ


 1

p3

∑

a,h1,h2∈Fp

A(a)A(a + h1)A(a + h2)A(a + h1 + h2)− δ4


 .(8.1)

In other words the error term in the number of 3-term arithmetic progressions in A is
bounded by the error term in the count of the number of parallelograms in A. (Note that
an arithmetic progression is the special case h1 = h2 = d.) Rather surprisingly it is this
observation that generalizes to 4-term arithmetic progressions and beyond.

One complication in these calculations is that we always have to subtract the “main
term”. This can be dealt with by replacing A(x) by

fA(x) = A(x)− δ =
{

1− δ if x ∈ A

−δ otherwise
.

This also has the advantage of simplifying the Fourier transforms, since now f̂(m) = Â(m)
if m 6= 0, and f̂(0) = 0.



ADDITIVE COMBINATORICS (WINTER 2010) 51

Write A(a)A(a + d)A(a + 2d) = (f(a) + δ)(f(a + d) + δ)(f(a + 2d) + δ) and expand.
We get the “main term” δ3 and the key term which is A(a)A(a + d)A(a + 2d). In all of
the other terms we have a sum over at least as many variables as functions, so the sum is
zero; for example ∑

a,d∈Fp

f(a)f(a + 2d) =
∑

a,b∈Fp

f(a)f(b) = 0

writing b = a+2d. Hence
∑

a,d A(a)A(a+ d)A(a+2d)− δ3 =
∑

a,d f(a)f(a+ d)f(a+2d).
Similar remarks can be made about the sum over the parallellograms. Hence the above
inequality becomes

∣∣∣∣∣∣
1
p2

∑

a,d∈Fp

f(a)f(a + d)f(a + 2d)

∣∣∣∣∣∣

2

≤ δ


 1

p3

∑

a,h1,h2∈Fp

f(a)f(a + h1)f(a + h2)f(a + h1 + h2)


 .(8.2)

Moreover this type of result is true if we replace fA(a)fA(a+d)fA(a+2d) by fA(a)fB(a+
βd)fC(a + γd). We also observe that for any function f we have

(8.3)
1
p3

∑

a,h1,h2∈Fp

f(a)f(a + h1) f(a + h2)f(a + h1 + h2) =
1
p4

∑

m∈Fp

|f̂(m)|4.

Do we need anything more than Fourier transforms?. In our proof of Roth’s The-
orem, and above, we saw that if |A| = δp and each |f̂A(m)| = o(p) then A contains
∼ δ3p2 3-term arithmetic progressions, the number that one gets in a randomly chosen
set of δp elements. In analogy we want an analytic condition that implies that A contains
∼ δ4p3 4-term arithmetic progressions (which is what holds for a randomly chosen set of δp

elements). We now give an example to show that |f̂A(m)| = o(p) cannot be that condition.
Let (t)p be the least residue of t (mod p) in absolute value; in other words (t)p ≡ t

(mod p) and |(t)p| < p/2. Note that |(t)p| = p‖t/p‖. Let A = Aδ := {a ≤ p : |(a2)p| ≤ D},
where D = [δp/2]. The characteristic function for A can be written as:

A(a) =
D∑

d=−D

1
p

p−1∑

j=0

e

(
j(d− a2)

p

)
=

{
1 if a ∈ A

0 otherwise
.

Hence, for m 6= 0,

Â(m) =
p−1∑
a=0

A(a)e
(

am

p

)
=

1
p

p−1∑

j=0

D∑

d=−D

e

(
jd

p

) p−1∑
a=0

e

(
am− ja2

p

)
.

Now if j 6= 0 then the sum over a has size ≤ 2
√

p by Lemma 4.1*; if j = 0 then the sum
is 0 since m 6= 0 and we are this summing up a geometric progression. Therefore

(8.3b) |Â(m)| ≤ 2√
p

p−1∑

j=1

∣∣∣∣∣
D∑

d=−D

e

(
jd

p

)∣∣∣∣∣ ≤
2√
p

p−1∑

j=1

min
{

2D + 1,
1

2 ‖j/p‖
}
¿ √

p log p.
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Exercise: Prove the last inequality. Hence each Fourier coefficient is small, and so by the
previous subsection4 we know that A contains ∼ |A|3/p arithmetic progressions. For
m = 0 the term with j = 0 is exactly 2D + 1, and otherwise the argument is the same,
hence |A| = Â(0) = 2D + O(

√
p log p) = δp + O(

√
p log p), and the hence the number of

three term arithmetic progressions in Aδ is ∼ δ3p2.
Now suppose that we have a three term arithmetic progression a, a+d, a+2d ∈ Aδ/7.

Now (a+3d)2−3(a+2d)2 +3(a+d)2−a2 = 0 and hence |((a+3d)2)p| ≤ 3|((a+2d)2)p|+
3|((a+d)2)p|+ |(a2)p| ≤ δ; and so a, a+d, a+2d, a+3d is a 4-term arithmetic progression
in Aδ. But then the number of 4-term arithmetic progressions in Aδ is & (δ/7)3p2 which
is significantly larger than the “expected” δ4p2 when δ < 1/73. So we have seen, in this
example, a case where all of the Fourier coefficients are small, yet there are not the expected
number of four term arithmetic progressions.
Exercise: Prove that there are & (2δ/(k2 − 2k − 1))3p2 k-term arithmetic progressions. (Hint: Find

identities for (a + jd)2 as a linear combination of a2, (a + d)2 and (a + 2d)2 for all integers j.)

Parallellopipeds. We work with the discrete derivatives, δh(g)(x) := g(x)−g(x+h), and
in the multiplicative form ∆h(f)(x) := f(x)f(x + h). We see the connection between the
two notions: ∆h(eg) = eδh(g) We define higher derivatives such as δh1,h2(g) = δh2(δh1(g))
(notice that the order of the hi does not effect the value), and in general

∆h1,h2,... ,hk
(f) = ∆hk

(∆h1,h2,... ,hk−1(f)) =
∏

ω∈{0,1}k

f (ω) (x + ω · h)

where ω = (ω1, . . . , ωk) and h = (h1, . . . , hk), and f (ω) = f if
∑

i ωi is even, and f (ω) = f
if

∑
i ωi is odd.
Like continuous derivatives δh(P ) has the property that it reduces the degree of a

polynomial P by one; in particular if P is a constant then δh(P ) = 0. More gener-
ally if P is a polynomial of degree k − 1 then δh1,h2,... ,hk

(P ) = 0 for any choice of the
h′is, and so ∆h1,h2,... ,hk

(eiP (x)) = 1. If P has degree k and leading coefficient P0 then
∆h1,h2,... ,hk

(eig(x)) = ei(−1)kk!P0h1...hk .

Exercise: Prove that if f(x) = eiP (x)g(x) where P is a polynomial of degree < k then
∆h1,h2,... ,hk

(f(x)) = ∆h1,h2,... ,hk
(g(x)).

We now define the Gowers’ Uk-norms. To do so it is convenient to borrow notation
from probability theory, even though we are working with determined sums: Instead of
writing 1

p

∑
x∈Fp

we will write Ex∈Fp ; this is convenient since the notation keeps track of
much of the re-normalization that takes place in the proofs. The Gowers’ Uk-norms is a
measure of the size of the kth discrete derivatives of a a given function f , as we average
all possible derivatives. So suppose that G is a given finite abelian group. Then ‖f‖Uk(G)

is the non-negative real number given by

‖f‖2k

Uk(G) := Ex,h1,... ,hk∈G (∆h1,h2,... ,hk
f(x)) .

4Or by Proposition 3.1 together with the Equidistribution Theorem.
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Note that ‖f‖U0 = ‖f‖U1 = Ex∈Gf(x) and ‖f‖U1 = |Ex∈Gf(x)|. One deduces from
the definition that

(8.4) ‖f‖2k

Uk(G) = ‖Eh∈Fp
(∆hf)‖2k−1

Uk−1(G) = Eh∈Fp
‖(∆hf)‖2k−1

Uk−1(G).

What does the Gowers’ norm measure? We can determine when it equals 1:
Exercise: Show that if ‖f‖Uk(G) = 1 then f(x) = eiP (x) where P is a polynomial of degree < k. (Hint:

First show that if ‖f‖Uk(G) = 1 then ∆h1,h2,... ,hk
(f(x)) = 1 for all hi, x, and then use induction on k.)

The key question is to understand when the Gowers’ Uk-norm is “large”, that is
‖f‖Uk(G) > δ for some fixed δ > 0. We begin our study of the Gowers’ U2-norm by noting
that the last equation of the previous section yields

(8.5) ‖f‖4U2 =
1
p4

∑

m∈Fp

|f̂(m)|4 = ‖f̂‖44,

so that ‖f‖U2 = ‖f̂‖4. We can deduce a Cauchy-Schwarz type result:

Lemma 7.1. For any f, g : Fp → U = {z : |z| ≤ 1}, we have

En∈Fp

∣∣Em∈Fpf(m)g(n−m)
∣∣2 ≤ ‖f‖2U2‖g‖2U2 .

Proof. First observe that

1
p

∑
r

|f̂(r)ĝ(r)|2 =
∑

a,b,c,d
a+b=c+d

f(a)g(b)f(c)g(d) =
∑

n

∣∣∑
m

f(m)g(n−m)
∣∣2

The square of the left side is, by the Cauchy-Schwartz inequality and (8.5),

≤ 1
p

∑
r

|f̂(r)|4 · 1
p

∑
r

|ĝ(r)|4 = p6‖f‖4U2‖g‖4U2 .

We have a good understanding of when the Gowers’ U2-norm is “large”.

Lemma 8.1. (The Inverse Theorem for the Gowers’ U2-norm) Let m be chosen to max-
imize |f̂(m)|. Then |f̂(m)/p| ≤ ‖f‖U2 ; and, if each |f(x)| ≤ 1 then ‖f‖U2 ≤ |f̂(m)/p|1/2.

Proof. Now |f̂(m)|4 ≤ ∑
r |f̂(r)|4 = ‖f‖4U2p4, implying the first inequality. On the other

hand, we have
∑

r |f̂(r)|2 = p
∑

x |f(x)|2 ≤ p2 by Parseval’s identity, and so

‖f‖4U2p4 =
∑

r

|f̂(r)|4 ≤ |f̂(m)|2
∑

r

|f̂(r)|2 ≤ p2|f̂(m)|2,

and the second inequality follows.
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The reason this is called an Inverse Theorem is that it gives us precise “if and only
if” conditions for when ‖f‖U2 is large; that is, ‖f‖U2 À 1 if and only if there exists
some m such that 1

p

∑
n (mod p) f(n)e(−mn

p ) À 1, that is f(x) “correlates” with some
e(mx

p ), the exponential of a linear polynomial in x. Perhaps this is not so surprising since
‖e(mx

p )‖U2 = 1.
More generally we know that ‖eiP (x)‖Uk = 1 when P is a polynomial of degree < k.

So perhaps ‖f‖Uk À 1 if and only if f(x) “correlates” with eiP (x) for some polynomial P
of degree < k? Keep this thought in mind as we begin our study of higher Gowers’ norms
with a technical Cauchy-Schwarz type lemma:

What if for each ω we had a different function fω? How would this affect things?

Proposition 8.4. (Gowers-Cauchy-Schwarz inequality) We have∣∣∣∣∣∣
Ex,h1,... ,hk∈Fp


 ∏

ω∈{0,1}k

f (ω)
ω (x + ω · h)




∣∣∣∣∣∣
≤

∏

ω∈{0,1}k

‖fω‖Uk(G).

Proof. By induction on k. For k = 0 this is trivial, so suppose that k ≥ 1. For given
ν ∈ {0, 1}k−1 define gν,hk

(x) = fν∪{0}(x)fν∪{1}(x + hk), so that
∏

ω∈{0,1}k

f (ω)
ω (x + ω · h) =

∏

ν∈{0,1}k−1

f
(ν)
ν∪{0}(x + ν · h′)f (ν)

ν∪{1}(x + hk + ν · h′)

where h′ = (h1, . . . , hk−1); and so our expectation is

Eh1,... ,hk−1∈Fp


Ex∈Fp

∏

ν∈{0,1}k−1

f
(ν)
ν∪{0}(x + ν · h′) · Ey∈Fp

∏

ν∈{0,1}k−1

f
(ν)

ν∪{1}(y + ν · h′)



replacing the variable hk by y = x + hk. The square of this is, by Cauchy-Schwarz,

≤
1∏

j=0

Eh1,... ,hk−1∈Fp

∣∣∣∣∣∣
Ex∈Fp

∏

ν∈{0,1}k−1

f
(ν)
ν∪{j}(x + ν · h′)

∣∣∣∣∣∣

2

≤
1∏

j=0

Ex,h1,... ,hk∈Fp

∏

ν∈{0,1}k−1

f
(ν)
ν∪{j}(x + ν · h′)f (ν)

ν∪{j}(x + ν · h′ + hk)

by letting the second variable be x+hk when we expand the square out. The result follows
from the induction hypothesis.

Corollary 8.3. ‖f‖U1(G) ≤ ‖f‖U2(G) ≤ ‖f‖U3(G) ≤ . . . .

Proof. If fν∪{0} = f and fν∪{1} = 1 then Proposition 8.4 gives that ‖f‖Uk−1(G) ≤
‖f‖Uk(G).

The connection between arithmetic progressions and Gowers’ norms, that we saw for
the U2-norm in the previous section, will be proved in some generality. The key result is
to show that we can express the count for the number of k-term arithmetic progressions
in certain sets in terms of all of the vertices of a (k − 1)-dimensional parallelipiped being
in one of the sets.
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The Generalized Von Neumann Theorem. Suppose that each |gj(x)| ≤ 1. For any
distinct c1, c2, . . . , ck we have

∣∣∣∣∣∣
Ea,d∈Fp

k∏

j=1

gj(a + cjd)

∣∣∣∣∣∣
≤ ‖gk‖Uk−1(G).

Proof. By induction on k ≥ 2. For k = 2 the left side is just the product of two independent
sums, that is it equals

∏2
j=1 |Em∈Fp

gj(m)|. Now, by Cauchying we have

|Em∈Fpg(m)|2 = Em,n∈Fpg(m)g(n) = Em,h∈Fpg(m)g(m + h) = ‖g‖2U1(G),

writing n = m + h. The result follows since each ‖gj‖U1(G) ≤ 1.
For k ≥ 3 the proof is more interesting. The left side is≤ Ea∈Fp |Ed∈Fp

∏k
j=2 gj(a+cjd)|

since each |g1(a)| ≤ 1. Cauchying we see that the square is

≤ Ea∈FpEd,D∈Fp

k∏

j=2

gj(a + cjd)gj(a + cjD).

We now change variables: Let x = a + ckd and h = ck(D − d). Then let γj = cj − ck and
ρj = cj/ck, so that gj(a+cjd)gj(a+cjD) = gj(x+γjd)gj(x+γjd+ρjh) = ∆ρjhgj(x+γjd).
Therefore the above is

Eh∈FpEx,d∈Fp

k∏

j=2

∆ρjhgj(x + γjd).

We now use the induction hypothesis, for each h, since we now have the product of k − 1
functions, to obtain an upper bound of

Eh∈Fp‖∆hgk‖Uk−2(G),

since ρk = 1. We now Cauchy this k − 2 times to obtain

∣∣∣∣∣∣
Ea,d∈Fp

k∏

j=1

gj(a + cjd)

∣∣∣∣∣∣

2k−1

≤ Eh∈Fp‖∆hgk‖2
k−2

Uk−2(G) = ‖gk‖2
k−1

Uk−1(G)

by (8.4), which is the result.

The Uk−1 Gowers’ norm and k-term arithmetic progressions.
At the end of §8.1 we saw that when considering arithmetic progressions it is typo-

graphically easier to consider “balanced functions”; that is f for which f̂(0) = 0. Let us
see how this works in this more general context:
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Theorem 8.5. Let Aj , 1 ≤ j ≤ k be given subsets of Fp of size δjp, and define fj(x) =
Aj(x)− δj. Then

∣∣Ea,d∈FpA1(a + d)A2(a + 2d) . . . Ak(a + kd)− δ1 . . . δk

∣∣ <
∏

j

(1 + δj) max
j
‖fj‖Uk−1(Fp).

There is a particular case of interest: If Aj = A for all but at most two values of j then
the upper bound can be taken to be <

∏
j(1 + δj) ‖fA‖Uk−1(Fp).

Proof. We have that

Ea,d∈Fp


∏

j

Aj(a + jd)


− δ1 . . . δk =

∑

J⊂{1,... ,k}
J 6=∅


∏

i 6∈J

δi


Ea,d∈Fp


∏

j∈J

fj(a + jd)


 .

By the Generalized Von Neumann Theorem this is, in absolute value

≤
∑

J⊂{1,... ,k}
J 6=∅


∏

i 6∈J

δi


 min

j∈J
‖fj‖U |J|−1(G).

Now each δj ≤ 1, so the result follows from Corollary 8.3.
For the second part of the result, we note that by definition ‖fj‖U0 = ‖fj‖U1 = 0,

since Ex∈Fpfj(x) = 0. Now if J has more than two elements then one of the Aj , j ∈ J
must be A. The result follows.

The reason for the sequence of Gowers’ norms.
The idea is that if ‖fA‖Uk is small then A has the expected number of (k + 1)-term

arithmetic progressions. We now construct an example of A such that ‖fA‖Uk is small and
A has the expected number of j-term arithmetic progressions for each j, 3 ≤ j ≤ k + 1,
but that A has significantly more (k + 2)-term arithmetic progressions than expected.

First though we prove the following result on exponential sums:

Lemma 4.1**. For any polynomial f(x1, . . . , xm) ∈ Fp[x1, . . . , xm] of degree d with p >
d ≥ 1, there are ≤ dpm−1 solutions of f(x1, . . . , xm) = 0. Moreover

∣∣∣∣∣∣
∑

x1,... ,xm∈Fp

e

(
f(x1, . . . , xm)

p

)∣∣∣∣∣∣
¿d,k pm(1−1/2d−1).

Proof. Throughout we shall let xk
1 be the highest power of any variable in f , for some

k ≥ 1, and suppose that this appears in f as xk
1g(x2, . . . , xm) for some polynomial g of

degree ≤ d− k.
We begin by proving the first result by induction. For m = 1 the result is the funda-

mental theorem of algebra. For more variables let S := {(x2, . . . , xm) : g(x2, . . . , xm) =
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0}. If (x2, . . . , xm) 6∈ S then there are ≤ k values of x1 for which f(x1, . . . , xm) = 0.
There are ≤ p|S| solutions of f(x1, . . . , xm) = 0 with (x2, . . . , xm) ∈ S. Hence the total
number of solutions is ≤ kpm−1 + p|S| ≤ kpm−1 + p(d− k)pm−2, and the result follows.

Now for the second part of the lemma, note that there are ≤ (d − k)pm−1 choices of
(x1, . . . , xm) for which g(x2, . . . , xm) = 0; each of these terms we bound by 1. Otherwise
we apply Lemma 4.1* to bound the sum over x1, so that in total our bound is ≤ (d −
k)pm−1 + 2pm−1/2k−1

, and the result follows.

Example. Let A = Aδ := {a ≤ p : |(ak)p| ≤ D}, where D = [δp/2]. We will prove that
‖fA‖Ud ¿ 1/pd/2d+k

if d ≤ k, and ‖fA‖Uk+1 ≥ δ if δ ≤ 1/2 and p is sufficiently large.

Proof. Let c0 = 0 and cj :=
∑D

d=−D e
(
−jd

p

)
if j 6= 0 so that

fA(x) = Ej∈Fpcj e

(
jxk

p

)
.

Let σ(ω) = 1 if
∑

i ωi is even, and σ(ω) = −1 if
∑

i ωi is odd, so that

‖fA‖2
d

Ud := Ejω∈Fp,ω∈{0,1}d

∏

ω∈{0,1}d

c
(ω)
jω
Ex,h1,... ,hd∈Fpe

(∑
ω∈{0,1}d jωσ(ω)(x + ω · h)k

p

)

By Lemma 4.1**, if the polynomial
∑

ω∈{0,1}d jωσ(ω)(x + ω · h)k is not identically zero

then the last expectation is ¿ p−(d+1)/2k−1
. Taking absolute values, the sum over all such

terms, is bounded by this multiplied by ≤ |Ej∈Fp |cj ||2d

, and

Ej∈Fp |cj | ¿ Ej∈Fp min
{

D,
1

‖j/p‖
}
¿ log p

as in (8.3b). Hence the contribution is ¿ (C log p)2
d

/p(d+1)/2k−1 ¿ 1/pd/2k

.
We will now prove that if

∑
ω∈{0,1}d jωσ(ω)(x+ω·h)k ≡ 0, where d ≤ k then each jω =

0, and these terms do not contribute to our exponential sum (since c0 = 0), so we deduce
our claim for d ≤ k. Now, the coefficient of h1 . . . hk+1−d

d is k!
(k+1−d)!j(1,... ,1)σ((1, . . . , 1))

since this is the only term which contains all the hi. But then j(1,... ,1) = 0. The coefficient
of a monomial where all the his appear, except hd, is a linear combination of j(1,... ,1,1)

and j(1,... ,1,0), each with non-zero coefficients, and so j(1,... ,1,0) = 0 (since j(1,... ,1,1) = 0).
Similarly each jω = 0 if exactly one coordinate of ω equals 0. We now consider the
coefficients of monomials containing all but two of our variables, and deduce that jω = 0
if exactly two coordinates of ω equals 0. Continuing by induction on the number of zero
co-ordinates of ω we deduce that each jω = 0, as claimed.

Now if d = k +1 then the above argument does not start in the same way. Indeed the
coefficient of xh1 . . . hk is (−1)d+1d!(j(1,... ,1,1)−j(1,... ,1,0)), and hence j(1,... ,1,0) = j(1,... ,1,1).
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If we write j = j(1,... ,1,1) then the above induction hypothesis yields that jω = j for all ω.
Hence we get scalar multiples of the identity

∑

ω∈{0,1}k+1

σ(ω)(x + ω · h)k = 0.

The contribution of these terms is

∑

j∈Fp

( |cj |
p

)2d

≥ 2
∑

1≤j≤p/6D

(D/p)2
d

=
1
3
(δ/2)2

d−1

if δ < 1/2, since cj =
∑D

d=−D cos
(

2πjd
p

)
≥ D when 1 ≤ |j| ≤ p/6D, and the result follows.

Exercise: Be a little more precise. First show that cj = sin(
πj(2D+1)

p
)
‹

sin(πj
p

). Then, for bounded

j, approximate the denominator, and give a lower bound on the resulting sum.

Why are k-term arithmetic progressions controlled by (k− 1)-dimensional par-
allellipipeds?. This is not an easy question to answer. One viewpoint is that, parallel-
lipipeds are a generalization of arithmetic progressions with more variables added (which
usually makes something easier to estimate). Thus for 3-term arithmetic progressions we
are looking for solutions to a + c = b + b with a, b, c ∈ A, whereas for the U2-norm we
want solutions to a + c = b1 + b2 with a, b1, b2, c ∈ A; the arithmetic progression is the
special case b1 = b2. This viewpoint generalizes easily: The (k − 1)-dimensional par-
allellipiped one requires a + ω · h ∈ A for all ω ∈ {0, 1}k−1, where h = (h1, . . . , hk−1).
The k-term arithmetic progression a + jd, j = 0, 1, . . . k − 1 is simply the special case
h1 = h2 = . . . = hk = h.

The plan for k-term arithmetic progressions.

Corollary 8.6. Suppose A ⊂ [1, p − 1] has δp elements, and does not contain any non-
trivial k-term arithmetic progressions. Then either there exists j for which Sj := {a ∈ A :
j−1
2k−1 p < a < j

2k−1 p} contains ≥ (1 + 1
4k−4 )δ p

2k−1 elements, or ‖fA‖Uk−1(Fp) > δk/2k+2.

Proof. Let Aj = A for 1 ≤ j ≤ k − 2, with Ak−1 = S2k−2 and Ak = S2k−1. We
may assume that δk−1, δk ≥ δ

2 , else |Sj | ≥ (1 + 1
4k−4 )δ p

2k−1 for some j. We will show
that there are no k-term arithmetic progressions, mod p, with the jth term in Aj := {a
(mod p) : a ∈ Aj} for each j. For if the progression is a + jd, 1 ≤ j ≤ k then d =
(a + kd) − (a + (k − 1)d) ∈ (0, 2

2k−1p). But then a + jd = (a + kd) − (k − j) · d so that

p − 0 > a + jd > 2k−2
2k−1 p − (k − j) · 2

2k−1p = 2(j−1)
2k−1 p > 0, for 1 ≤ j ≤ k − 2. Hence

the arithmetic progression mod p, is also an arithmetic progression in A, contradicting the
hypothesis. We now apply the second part of Theorem 8.5 to the sets Aj to obtain the
result.

Strategy for proving Szemerédi’s Theorem:. We wish to show that for given δ > 0
and integer k ≥ 3, there exists a constant Nk,δ such that if N ≥ Nk,δ then any subset A of
[1, N ] with δN elements, contains a non-trivial k-term arithmetic progression. We prove
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this for fixed k first for δ close to 1, and then for smaller and smaller δ. If A is a subset
of the integers in [1, N ] with ≥ (1 − 1/k)N + 1 elements then A contains k consecutive
elements, and hence a k-term arithmetic progression. So now assume 0 < δ ≤ 1−1/k, and
that the result is proved for δ + ε.

Let us suppose that A is a subset of the integers in [1, N ] with δN elements, which
does not contain a non-trivial k term arithmetic progression. Let p be the smallest prime
> N ; we know that p ≤ N + O((N/ log N) by the prime number theorem, so that A ⊂
[1, p−1] with {δ+o(1)}p elements, and does not contain any non-trivial k-term arithmetic
progression. We need to prove the following steps:
I) Either there exists j for which Sj := {a ∈ A : j−1

2k−1 p < a < j
2k−1 p} contains

≥ (1+ 1
4k−4 )δM elements where M := [p/(2k−1)] , or ‖fA‖Uk−1(Fp) > δk/2k+2. (Corollary

8.6).

Under our hypothesis the first case cannot hold since B = {1 ≤ n ≤ M : [ j−1
2k−1 p]+n ∈

A} has ≥ (1 + 1
4k−4 )δM elements, so contains a k term arithmetic progression. But this

implies that A contains a k term arithmetic progression, which is a contradiction. Hence
using (I) we can assume that ‖fA‖Uk−1(Fp) À 1.

II) If ‖fA‖Uk−1(Fp) À 1 then there exists a polynomial φ(x) of degree ≤ k − 2 such that
fA(x) “correlates” with eiφ(x). (The Inverse Gowers’ Uk-norm conjecture.)
III) For each integer d ≥ 0 there exist constants γ, η > 0 that depend only on d, such
that if there exists a polynomial φ(x) of degree d for which fA(x) “correlates” with eiφ(x)

then there exists an arithmetic progression Q ⊂ [1, p− 1] of size > pγ such that Q∩A has
> (δ + η)|Q| elements.

If Q = {u + nv : 1 ≤ n ≤ N} then B := {n ≤ N : u + nv ∈ A} ⊂ [1, N ] has
> (δ + η)N elements and so contains a non-trivial k-term arithmetic progression. But this
implies that A contains a k term arithmetic progression, which is a contradiction.

We will next prove (III), indeed a generalization of (III), which is a fairly simple
application of Weyl’s Theorem (Theorem 4.2). It is step (II) that is difficult, and has only
recently been established, and even then in a rather more complicated form.

Translating correlations into higher density on subprogressions

The main result in this section is the following:

Theorem 7*. Suppose that A ⊂ Fp, and that there is a partition of Fp into arithmetic
progressions P1, P2, . . . , Pq of P , each of length À pγ , and polynomials φ1, φ2, . . . , φq of
degree < k such that

q∑

j=1

∣∣∣∣∣∣
∑

x∈Pj

fA(x)e
(

φj(x)
p

)∣∣∣∣∣∣
≥ ηp.

Then there exists an arithmetic progression Q ⊂ [1, p−1] of length ≥ pθ such that |A∩Q| ≥
{δ + η

4}|Q|. Here θ > 0 depends only on γ and k.

For any set S ⊂ Fp define diam(S) = max{p‖x−y
p ‖ : x, y ∈ S}.
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Lemma 7.11. Suppose that positive integers `,m, r ≤ p are given for which ` ≤ (m/r)1/3.
If P is a Fp-arithmetic progression of length m and φ : Fp → Fp is a linear function
then P can be partitioned into subprogressions Pi, i ≥ 1 of lengths ` or ` − 1, such that
diam(φ(Pi)) ≤ p/r for each i.

Proof. Suppose that P = {a + id : 0 ≤ i ≤ m − 1}. By the pigeonhole principle, there
exists 0 ≤ i < j ≤ r` such that |φ(a+jd)−φ(a+ id)| ≤ p/r`. As φ is linear we deduce that
for k = j−i ≤ r` such that |φ(kd)−φ(0)| = |φ(a+jd)−φ(a+id)| ≤ p/r`. We will partition
P up into congruence classes mod k, each of which contains at least m/k ≥ m/r` ≥ `2

elements, and so can be partitioned into subprogressions, each of length ` or ` − 1. If
Q ⊂ {a + bd, a + bd + dk, . . . , a + bd + (`− 1)dk} is such a subprogression then there exists
0 ≤ u < v ≤ `− 1 such that

diam(φ(Q)) = |φ(a + bd + vdk)− φ(a + bd + udk)| ≤ |v − u||φ(dk)− φ(0)| < p/r.

The result follows.

Lemma 7.12+. Let φ : Fp → Fp be a polynomial of degree k, and let P be a Fp-arithmetic
progression of length m. Then for any ` ≤ mεk , P can be partitioned into subprogressions,
Pi, i ≥ 1, of length ` + O(1), with diam(φ(Pi)) ¿ p/mεk .

We can take εk = 1/(3k−12
k2+k

2 +1k!2)

Proof. We proceed by induction on k. Lemma 7.11 gives our result for k = 1 with ε1 = 1/4.
Now suppose k ≥ 2, and that P = {u + iv : 0 ≤ i ≤ m− 1}, with φ(u + iv) = aik + . . . .
Select D = m1/2 and n = m1/3kK where K = k2k (> K(k) := (k − 1)2k + 2k − 1).

Taking α = a/p in Weyl’s Theorem (Theorem 4.2), we know that there exists d ≤ D
such that ‖adk/p‖ ¿ p/D1/K . We partition P into subprogressions Ph = {u + (h + jd)v :
0 ≤ j < m/d}, for 0 ≤ h ≤ d− 1. We split these into progressions of length n: that is

Ph,r := {u + (h + (rn + i)d)v : 0 ≤ i ≤ n− 1} for 0 ≤ r < m/dn}.

Now φ(u + (h + (rn + i)d)v) = adkik + gh,r(u + (h + (rn + i)d)v) where gh,r is some
polynomial of degree k − 1. By the induction hypothesis each Ph,r may be partitioned
into subprogressions Ph,r,j of length ` + O(1), for any given ` ≤ nεk−1 = mεk , such that
diam(gh,r(Ph,r,j)) ¿ p/nεk−1 . Therefore

diam(φ(Ph,r,j)) ≤
∥∥∥∥

adknk

p

∥∥∥∥+diam(gh,r(Ph,r,j)) ¿ pnk

D1/K
+

p

nεk−1
=

p

m1/6K
+

p

mεk
¿ p

mεk
.

Lemma 7.13. Let φ : Fp → Fp be a polynomial of degree k, and let P be a Fp-arithmetic
progression of length m. For any ` ≤ mεk , we can partition P into subprogressions Pj,
1 ≤ j ≤ J , of lengths ` + O(1), such that if |f(x)| ≤ 1 for all x then

J∑

j=1

∣∣∣
∑

x∈Pj

f(x)
∣∣∣ ≥

∣∣∣∣∣
∑

x∈P

f(x)e
(

φ(x)
p

)∣∣∣∣∣ + O(m1−εk).
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Proof. By Lemma 7.12, we have diam(φ(Pj)) ¿ p/mεk . Now if x, y ∈ Pj then

∣∣∣∣e
(

φ(x)
p

)
− e

(
φ(y)

p

)∣∣∣∣ =
∣∣∣∣e

(
φ(x)− φ(y)

p

)
− 1

∣∣∣∣ ≤
∣∣∣∣e

(
diam(φ(Pj))

p

)
− 1

∣∣∣∣

¿ diam(φ(Pj))
p

¿ 1
mεk

.

Therefore |∑x∈Pj
f(x)| = |∑x∈Pj

f(x)e(φ(x)/p)| + O(`/mεk); and so, by the triangle
inequality,

∣∣∣∣∣
∑

x∈P

f(x)e
(

φ(x)
p

)∣∣∣∣∣ ≤
J∑

j=1

∣∣∣∣∣∣
∑

x∈Pj

f(x)e
(

φ(x)
p

)∣∣∣∣∣∣
≤

J∑

j=1

∣∣∣∣∣∣
∑

x∈Pj

f(x)

∣∣∣∣∣∣
+ O(m1−εk).

Proof of Theorem 7*. Let θ = γεk−1/5 and ` = 20p4θ. We begin by assuming the hy-
pothesis for any f for which |f(x)| ≤ 1 for all x, and f̂(0) = 0. By Lemma 7.13 we can
partition each Pj into subprogressions Pj,i, 1 ≤ i ≤ I, of lengths ` + O(1), such that

I∑

i=1

∣∣∣
∑

x∈Pj,i

f(x)
∣∣∣ ≥

∣∣∣∣∣∣
∑

x∈Pj

f(x)e
(

φj(x)
p

)∣∣∣∣∣∣
+ O(|Pj |/p4θ).

If we now sum up over all j, we get a partition of Fp into subprogressions Pj,i of lengths
` + O(1), such that ∑

1≤j≤J
1≤i≤I

∣∣∣
∑

x∈Pj,i

f(x)
∣∣∣ ≥ ηp + O(p1−4θ).

Now
∑

j,i

∑
x∈Pj,i

f(x) =
∑

x∈Fp
f(x) = f̂(0) = 0, so adding these two equations yields

∑

1≤j≤J
1≤i≤I

max





∑

x∈Pj,i

f(x), 0



 ≥ η

2
p + O(p1−4θ) ≥ η

3
p.

Therefore there exists i, j such that

∑

x∈Pj,i

f(x) ≥ η

3
|Pj,i|.

Now if f = fA then this tells us that |Pj,i ∩ A| ≥ {δ + η
3}|Pj,i|. Finally by Lemma 3.3b

there are arithmetic progressions Q1, Q2, . . . , Qk ⊂ [1, p − 1], of length > pθ, such that
Q1, Q2, . . . , Qk (mod p) is a partition of Pj,i less no more than |Pj,i|3/4 elements. Hence
the result follows for at least one of the Qi.
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Sets with large Gowers’ U3-norm

In this section we develop the theory of sets A, of density δ, for which fA has a large
Gowers’ U3(Fp)-norm. Our goal is to show that A intersects a Z-arithmetic progression
P ⊂ {1, 2, . . . , N} of size at least Nd and such that |A ∩ P | ≥ (δ + ε)|P | where ε and d
depend only on α and δ.

We begin with a technical lemma that hints at how quadratic phases enter the picture:

Lemma 7.10.1. If each |f(x)|, |g(x)| ≤ 1, and A ⊂ Fp then

∑

a∈A

∣∣∣
∑

x

f(x)g(x + a) e

(
(2λa + µ)x

p

)∣∣∣
2

≤ p
∑

x

max
r∈Fp

∣∣∣∣∣
∑

w∈x−A

g(w)e
(

rw − λw2

p

)∣∣∣∣∣ .

Proof. Taking F (x) = f(x)e(−λx2−µx
p ) and G(x) = g(x)e(−λx2

p ) the left-hand side is

∑

a∈A

∣∣∣
∑

x

F (x)G(x + a)
∣∣∣
2

=
∑

a∈A

∑
x,y

F (x)G(x + a)F (y)G(y + a)

=
∑

x

F (x)
∑

a∈A

∑

b

G(x + a)F (x + b)G(x + a + b)

=
1
p

∑
x

F (x)
∑
m

e

(−xm

p

) ∑

a∈A

G(x + a)e
(

(x + a)m
p

)
F̂ (m)Ĝ(m)

replacing y by x + b, and then taking the Fourier transforms. Taking absolute values, this
is

≤ 1
p

∑
x

max
r∈Fp

∣∣∣∣∣
∑

a∈A

G(x + a)e
(

(x + a)r
p

)∣∣∣∣∣
∑
m

|F̂ (m)Ĝ(m)|

as each |F (x)| ≤ 1, and the result follows from Cauchying and using Parseval.

Before this is used we see how a large U3-norm implies that there is an arithmetic
progression with an extraordinary property. It is in the proof of this proposition that we see
the key tools of additive combinatorics, the Balog-Szemerédi-Gowers lemma in conjunction
with the Freiman-Ruzsa theorem

Proposition 7.7. Let α = ‖f‖8U3(G). There exist η, γ > 0, depending only on α, and an
Fp-arithmetic progression P of length at least pγ , and integers λ and µ for which

∑

h∈P

|∆̂hf(2λh + µ)|2 ≥ η p2 |P |.

Proof. Let B be the set of h ∈ Fp for which ‖∆hf‖4U2 ≥ α/2, so that |B| · 1 + p · α/2 ≥∑
h ‖∆hf‖4U2 = αp, and hence |B| ≥ αp/2. If φ(h) is chosen so that |∆̂hf(φ(h))| is

maximized, then |∆̂hf(φ(h))|2 ≥ ‖∆hf‖4U2 p2 by Lemma 8.1, and therefore
∑

h∈B

|∆̂hf(φ(h))|2 ≥ |B| · (α/2) · p2 ≥ α2p3/4.
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Now

∑

h∈B

|∆̂hf(φ(h))|2 =
∑

h∈B

∑
r,x

∆hf(r)∆hf(x)e
(

r − x

p
φ(h)

)

=
∑

h∈B

∑

k,r

∆h,kf(r)e
(
−k

p
φ(h)

)

≤
∑

k,r

∣∣∣
∑

h∈B

∆kf(r + h)e
(
−k

p
φ(h)

) ∣∣∣,

writing x = r + k, since |∆kf(r)| ≤ 1. The square of this is, by Cauchy-Schwarz,

≤ p2
∑

k,r

∣∣∣
∑

h∈B

e

(
k

p
φ(h)

)
∆kf(r + h)

∣∣∣
2

≤ p5
∑

k

‖∆kf‖2U2‖βk‖2U2

by applying Lemma 7.1 to this last sum with f(−m) = β(m)k where β(m) = e
(

φ(m)
p

)
if

m ∈ B and 0 otherwise, and g(n) = ∆kf(n). The square of this is, by Cauchy-Schwarz,

≤ p10
∑

k

‖∆kf‖4U2

∑

k

‖βk‖4U2 = p7‖f‖8U3

∑

k

∑

r∈Fp

|β̂k(r)|4.

Now β̂k(r) =
∑

n∈B e
(

kφ(n)+rn
p

)
, so expanding the last sum yields

∑

k,r

∑

a,b,c,d∈B

e

(
k(φ(a) + φ(b)− φ(c)− φ(d)) + r(a + b− c− d)

p

)

which is p2 times the number of solutions of a + b = c + d and φ(a) + φ(b) = φ(c) + φ(d)
with a, b, c, d ∈ B.

Collecting up the estimates above, we find that we have proved that there are at least
α7p3/28 quadruples (a, b, c, d) ∈ B4 for which a + b = c + d and φ(a) + φ(b) = φ(c) + φ(d).
Then, by Corollary 6.8, there exist η, γ > 0, depending only on α, and an Fp-arithmetic
progression P of length at least pγ , and integers λ and µ for which φ(h) = e(2λh + µ) for
at least η|P | values of h ∈ B ∩ P . Therefore

∑

h∈P

|∆̂hf(2λh + µ)|2 ≥
∑

h∈B∩P

|∆̂hf(φ(h))|2 ≥ |B ∩ P | (α/2) p2,

and the result follows (replacing η in Corollary 6.8 by η/(α/2)).

In the next result we see how we use Lemma 7.10.1 allows us to make the transi-
tion from an arithmetic progression with an extraordinary property, to a partition of Fp

into arithmetic progressions each of which correlates with the exponential of a quadratic
polynomial.
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Lemma 7.10.2. Suppose that P is an arithmetic progression in Fp for which

∑

h∈P

|∆̂hf(2λh + µ)|2 ≥ ηp2|P |

Then there exists a partition of Fp into translates P1, P2, . . . , Pq−1 of P or P with an
endpoint removed, such that for each i we can find ri ∈ Fp so that

q−1∑

i=0

∣∣∣∣∣
∑

x∈Pi

f(x)e
(

rix− λx2

N

)∣∣∣∣∣ ≥ q(η|P | − 1).

Proof. We take g = f and A = P in Lemma 7.10.1 to deduce that for each x there exists
rx for which

ηp|P | ≤ 1
p

∑

h∈P

|∆̂hf(2λh + µ)|2 ≤
∑

x

∣∣∣∣∣
∑

w∈x−P

f(w)e
(

rxw − λw2

p

)∣∣∣∣∣ .

Suppose that P = {a + id : 0 ≤ i ≤ m} where p = qm + s with 0 ≤ s ≤ m − 1.
Let vj = (m + 1)j for 0 ≤ j ≤ s, and vj = mj + s for s ≤ j ≤ q. Define Qj =
[vj , vj+1), so that y + Q0d, y + Q1d, . . . , y + Qq−1d is a partition of Fp for any y. Moreover⋃

y{y+Q0d, y+Q1d, . . . , y+Qq−1d} yields every translate of P exactly s times, and every
translate minus its last point q − s times. Therefore

∑
y

q−1∑

j=0

∣∣∣∣∣∣
∑

w∈y−Qjd

f(w)e
(

ry+a−dvj w − λw2

N

)∣∣∣∣∣∣
≥

∑
x

q

∣∣∣∣∣
∑

w∈x−P

f(w)e
(

rxw − λw2

p

)∣∣∣∣∣−(q−s)

which is ≥ qηp|P | − p(q − s). We select y for the summand on the left side is maximal,
and then let Pj = y −Qjd and rj = ry+a−dvj , to obtain the result.
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Pointing the pieces together.
Suppose A ⊂ [1, p − 1] has δp elements, and does not contain any non-trivial 4-term

arithmetic progressions. By Corollary 8.6 there either exists j for which Sj := {a ∈ A :
j−1
7 p < a < j

7 p} contains ≥ (1 + 1
12 )δ p

7 elements, or the reduction of A mod p satisfies
‖fA‖U3(Fp) > τ where τ := δ4/64.

By Corollary 7.9 there exist η, γ > 0, depending only on δ, an Fp-arithmetic progres-
sion P of length at least pγ , and integers λ and µ for which

∑

h∈P

|∆̂hf(2λh + µ)|2 ≥ ηp2|P |.

By Lemma 7.10.2 there exists a partition of Fp into translates P1, P2, . . . , Pq−1 of P or P
with an endpoint removed, such that for each i we can find ri ∈ Fp so that

1
q

q−1∑

i=0

∣∣∣∣∣
1
|Pi|

∑

x∈Pi

f(x)e
(

rix− λx2

N

)∣∣∣∣∣ ≥
2η

3
.

Let S be the set of Pi for which
∣∣∣∣∣

1
|Pi|

∑

x∈Pi

f(x)e
(

rix− λx2

N

)∣∣∣∣∣ ≥
η

3
.

Note that |S| · 1 + q · η
3 ≥ q · 2η

3 , so that |S| ≥ η
3 q By Lemma 7.13 we can partition the

Pi ∈ S into subprogressions Pi,j , 1 ≤ j ≤ k, of lengths ` or ` − 1, where ` ³ η16/33pγ/33,
such that

k∑

j=1

∣∣∣
∑

x∈Pi,j

f(x)
∣∣∣ ≥ ηm

2
.

Equally partitioning the Pi 6∈ S into subprogressions Pi,j , 1 ≤ i ≤ k, of lengths ` or `− 1,
we obtain a partition of Fp into arithmetic progressions Pi,j , 1 ≤ i ≤ q, 1 ≤ j ≤ k, of
lengths ` or `− 1, such that

q−1∑

i=0

k∑

j=1

∣∣∣
∑

x∈Pi,j

f(x)
∣∣∣ ≥ |S| · ηm

2
≥ η2

6
p.

Now
∑

x f(x) = 0 and so, adding this above, there exists i, j such that

∑

x∈Pi,j

f(x) ≥ |S| · ηm

2
≥ η2

12kq
p >

η2

13
|Pi,j |,

and so |Pi,j ∩ A| ≥ {δ + η2

13}|Pi,j |. This is not quite what we want since Pi,j is an Fp-
arithmetic progression, and we need an arithmetic progression in the integers. However by
Lemma 3.3b there exists an arithmetic progression in the integers of length ³ `1/4
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Boring, technical Proofs

Proof of Lemma 2.10. Assume that the result in false and consider the counterexample
with |C1| minimal.

We begin by supposing that there exists c1 ∈ C1 such that c1 + H1 ⊂ S2. Note that
the elements of c1 + H1 must belong to different cosets of H2 else c1 + h1 = c2 + h2 and
c1 + h′1 = c2 + h′2 and so h′1 − h1 = h′2 − h2 ∈ H1 ∩ H2 = {0}. Therefore we may write
S2 = ((c1 + H1) ∪ C ′2) + H2. Now if for each h1 ∈ H1 there exists h2 ∈ H2 such that
(c1 + h1 + h2) 6∈ S1 then |S2 \ S1| ≥ |H1|, and thus |S1 ∪ S2| ≥ |S1| + |H1|. Hence we
may assume that there exists h1 ∈ H1 such that (c1 + h1 + H2) ⊂ S1. But S1 is closed
under addition by elements of H1 and so (c1 +H1 +H2) ⊂ S1, and therefore we may write
S1 = ((c1 + H2) ∪C ′1) + H1. But now Sj = (c1 + H1 + H2) ∪ S′j where S′j = C ′j + Hj , and
the result follows from the induction hypothesis.

Now, since the elements of c2 + H2 must belong to different cosets of H1 we deduce
that |(c2 +H2)∩S1| ≤ |C1| and so |S1 ∩S2| ≤ |C1||C2|. Therefore |S1 ∪S2| = |S1|+ |S2|−
|S1 ∩ S2| ≥ |S1|+ |S2| − |C1||C2|.

We may now assume that for every c1 ∈ C1 there exists h1 ∈ H1 such that c1+h1 6∈ S2;
and therefore |S1 ∪ S2| ≥ |S2|+ |C1|. Since all of the above arguments may be made with
the roles of S1 and S2 exchanged, we also have |S1 ∪ S2| ≥ |S1|+ |C2|.

Let us suppose that |Sj |+|Hj |−1 ≥ |S1∪S2| for j = 1, 2. The equations of the last two
paragraphs imply that |H1|−1 ≥ |C2|(|H2|−|C1|) and |H2|−1 ≥ |C1|(|H1|−|C2|), and then
|C1| ≤ |H2|−1 and |C2| ≤ |H1|−1, respectively. Since all these terms are positive these can
be combined: |H1|−1 ≥ |C2|(|H2|−1)−|C2|(|C1|−1) ≥ |C2||C1|(|H1|−|C2|)−|C2|(|C1|−1),
so that (|C1||C2|−1)(|C2|+1−|H1|) ≥ 0. Therefore either |C1| = |C2| = 1, or |C2| = |H1|−1
(and |C1| = |H2| − 1 by symmetry). In the first case |S1 ∪ S2| = |Sj |+ |Hj | − |S1 ∩ S2| for
each j, so we get the result, with equality if and only if S1 ∩ S2 6= ∅. In the second case
|S1 ∪ S2| ≥ |S1| + |S2| − |C1||C2| = |Sj | + |Hj | − 1 for each j, so we get the result, with
equality if and only if |S1∩S2| = |C1||C2|. In this situation one has that C1−C2 ⊂ H2−H1;
and that for every c1 ∈ C1 there exists a unique h1 ∈ H1 such that c1 + h1 6∈ S2. (Go on to

fully classify when one gets equality in the lemma).
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[**] J. P. Bourgain, A Tribute to Paul Erdős, Cambridge Univ. Press, Cambridge, 1990, pp. 105–109.
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