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## Introduction

For $A, B$ subsets of an additive group $Z$, we define $A+B$ to be the sumset $\{a+$ $b: a \in A, b \in B\}$, and $k A$ to be the $k$-fold sum $A+A+\cdots+A$ of $A$. We also let $A-B=\{a-b: a \in A, b \in B\}$ and $b+A=\{b\}+A$ for a single element set $\{b\}$, a translate of $A$. Note that $A-A$ is not 0 unless $|A|=1$. We let $k \diamond A=\{k a: a \in A\}$, a dilate of $A$. There are many obvious properties of " + " that can be checked like commutativity, associativity and the distributive law $A+(B \cup C)=(A+B) \cup(A+C)$.
Prove that $k \diamond A \subseteq k A$ and classify when they are equal. Prove that $|b+A|=|A|$. Show that $|A| \leq$ $|A+B| \leq|A||B|$. Describe the situations when we get equality. Improve this last upper bound for $|A+A|$ and for $|A-A|$.

We shall be most interested in understanding the size and structure of sumsets which are subsets of the integers $\mathbb{Z}$, often working with $\mathbb{Z}_{\geq m}$ (where $A_{\geq m}$ denotes the integers in $A$ that are $\geq m$ ), or of $\mathbb{Z} / N \mathbb{Z}$ for some positive integer $N$. That every integer is the sum of four squares of integers can be written down as $4 \mathbb{Z}^{2}=\mathbb{Z}_{\geq 0}$ (where here $\mathbb{Z}^{2}$ denotes the squares of the integers); if $h(A \cup\{0\}) \supseteq \mathbb{Z}_{\geq m}$ for some $m$ then we say that $A$ is a basis of order $h$ for the integers, and thus $\mathbb{Z}^{2}$ is a basis of order 4 . The Goldbach conjecture can be written as $2 \mathbb{P}=2 \diamond \mathbb{Z}_{\geq 2}$ where $\mathbb{P}$ is the set of primes, or even $3(\mathbb{P} \cup\{0\})=\mathbb{Z}_{\geq 2} \cup\{0\}$ (verify this is indeed equivalent). The twin primes conjecture states that for every even integer $k$ there are infinitely many pairs of primes $p, p+2 k$ : verify that this can be rewritten as $\mathbb{P}_{\geq m}-\mathbb{P}_{\geq m}=2 \diamond \mathbb{Z}$ for all $m$.

In this course we will be primarily studying what it means that $A+A$ is small; that is, if this is so then what it implies about $A$. We shall find that this implies that $A$ has a readily describable structure which can then be applied to various problems. There are many open problems in this field that invite investigation; for example to fully understand the structure of $A+B$ when this sumset is "small", in the case that $B$ is significantly smaller than $A$.

It is easy to see that if $A \subset \mathbb{Z}$ then $|2 A| \leq|A|(|A|+1) / 2$, since the distinct elements of $2 A$ are a subset of $\left\{a_{i}+a_{j}: 1 \leq i \leq j \leq|A|\right\}$; moreover $2 A$ can be this large, for example with $A=\left\{1,2,2^{2}, 2^{3}, \ldots, 2^{n-1}\right\}$. Prove that this is so, and give an infinite class of such examples described simply by the growth of the elements of $A$. Moreover show that if we select a set $A$ of

[^0]$n$ integers "at random" from $\{1, \ldots x\}$ with $x \geq n^{4+\epsilon}$ then $|2 A|$ will equal $|A|(|A|+1) / 2$ with probability $\rightarrow 1$ as $n \rightarrow \infty$.

So we have proved that "typically" $|2 A|$ is large and that it is only very special circumstances that it is small. A key, but easy, result for getting a feel for our subject is the following:

Lemma 1. If $A$ and $B$ are finite subsets of $\mathbb{Z}$ then $|A+B| \geq|A|+|B|-1$. Equality holds if and only if $A$ and $B$ are each complete finite segments of an arithmetic progression to the same modulus.

Proof. Write the elements of $A$ as $a_{1}<a_{2}<\ldots a_{r}$, and those of $B$ as $b_{1}<b_{2}<\ldots b_{s}$. Then $A+B$ contains the $r+s-1$ distinct elements

$$
a_{1}+b_{1}<a_{1}+b_{2}<a_{1}+b_{3}<\cdots<a_{1}+b_{s}<a_{2}+b_{s}<a_{3}+b_{s}<\cdots<a_{r}+b_{s}
$$

If it contains exactly $r+s-1$ elements then these must be the same, in the same order, as $a_{1}+b_{1}<a_{2}+b_{1}<a_{2}+b_{2}<a_{2}+b_{3}<\cdots<a_{2}+b_{s}<a_{3}+b_{s}<\cdots<a_{r}+b_{s}$. Comparing terms, we have $a_{1}+b_{i+1}=a_{2}+b_{i}$ for $1 \leq i \leq s-1$; that is $b_{j}=b_{1}+(j-1) d$ where $d=a_{2}-a_{1}$. A similar argument with the roles of $a$ and $b$ swapped, reveals our result.

If $A+B$ is small, not as small as $|A|+|B|-1$ but not much bigger, then we might expect to be able to use a similar proof to prove a similar structure theorem. Try! After a little play one quickly finds that $A+B$ is small if $A$ and $B$ are both large subsets of complete finite segments of an arithmetic progression to the same modulus. A further interesting example is given by $A=B=\{1,2, \ldots, 10,101,102, \ldots 110,201,202, \ldots 210\}$, or its large subsets. One observes that this can be written as $1+\{0,1,2, \ldots, 9\}+\{0,100,200\}$, a translate of the sum of complete finite segments of two arithmetic progressions. More generally, define a generalized arithmetic progression $C=C\left(a_{0}, a_{1}, \ldots a_{k} ; N_{1}, N_{2}, \ldots, N_{k}\right)$ as

$$
C:=\left\{a_{0}+a_{1} n_{1}+a_{2} n_{2}+\cdots+a_{k} n_{k}: 0 \leq n_{j} \leq N_{j}-1 \text { for } 1 \leq j \leq k\right\}
$$

where $a_{0}, a_{1}, \ldots a_{k}$ are given integers, and $N_{1}, N_{2}, \ldots N_{k}$ are given positive integers. Note that $C\left(a_{0}, a_{1}, \ldots a_{k} ; N_{1}, N_{2}, \ldots, N_{k}\right)=a_{0}+\sum_{i=1}^{k} a_{i} \diamond\left\{0,1, \ldots, N_{i}-1\right\}$. This generalized arithmetic progression is said to have dimension $k$ and volume $N_{1} N_{2} \ldots, N_{k}$. Notice that

$$
2 C\left(a_{0}, a_{1}, \ldots a_{k} ; N_{1}, N_{2}, \ldots, N_{k}\right)=C\left(2 a_{0}, a_{1}, \ldots a_{k} ; 2 N_{1}-1,2 N_{2}-1, \ldots, 2 N_{k}-1\right)
$$

so that $|2 C|<2^{k}|C|$. In fact this inequality generalizes to an $C$ which is the "image" in $\mathbb{Z}$ of that part of a lattice that is inside a convex, compact region of $\mathbb{R}^{k}$.

If you try to find other sets $A$ and $B$ with $A+B$ small then it seems you will be out of luck. In the case that $A=B$ this is the extraordinary insight of Freiman [5]: he showed that $2 A$ can be "small" if and only if it is a "large" subset of a "low" dimensional generalized arithmetic progression of "not too big" volume ${ }^{1}$. This is the central result of this course. Freiman's 1962 proof is both long and difficult to understand. I believe that it is fair to say that the subject did not progress as much as it might have done since people

[^1]had difficulty appreciating what Freiman had done. It was not until Ruzsa's 1994 proof of Freiman's result, which is extraordinarily elegant and insightful, that the subject exploded with new ideas and results. As we will see in this course, much of our development of the subject stems from the wealth of ideas in Ruzsa'a treatment, and it is for this reason that we call this main result "the Freiman-Ruzsa theorem".

## Densities

For a given set of integers $A=\left\{a_{1}<a_{2}<\ldots\right\}$, define $A(n)=\#\{a \in A: 1 \leq a \leq n\}$. As usual, the upper and lower densities are given by

$$
\underline{d}(A)=\lim \inf _{n \rightarrow \infty} \frac{A(n)}{n} \quad \text { and } \quad \bar{d}(A)=\lim \sup _{n \rightarrow \infty} \frac{A(n)}{n},
$$

with the density $d(A)=\underline{d}(A)=\bar{d}(A)$ if they are equal.
The Schnirelmann density of $A$ is defined by

$$
\sigma(A):=\inf _{n \geq 1} \frac{A(n)}{n}
$$

Note that $A(n) \geq n \sigma(A)$ for all $n \geq 1$.
Show that (i) $\sigma(A)=1$ if and only if $A \supseteq \mathbb{Z}_{\geq 1}$; (ii) If $1 \notin A$ then $\sigma(A)=0$; (iii) If $\sigma(A)=0$ then $1 \notin A$ or $\underline{d}(A)=0$; (iv) $\underline{d}(A) \geq \sigma(A)$.
The Schnirelmann density is more combinatorially accessible than the regular notions of density. However the two are easily related: Define $\sigma_{>m}(A):=\inf _{n>m} \frac{A(n)-A(m)}{n-m}$, so that $\sigma(A)=\sigma_{>0}(A)$.

Lemma. We have $\underline{d}(A)=\limsup \operatorname{sum}_{m \rightarrow \infty} \sigma_{>m}(A)$.
Proof. Fix $\epsilon>0$. There are infinitely many $n$ for which $A(n) \leq\left(\underline{d}(A)+\frac{\epsilon}{2}\right) n$. Given $m \geq 2+\frac{2}{\epsilon}$ take such an $n>e^{m}$ so that

$$
\sigma_{>m}(A) \leq \frac{A(n)-A(m)}{n-m} \leq \frac{\left(\underline{d}(A)+\frac{\epsilon}{2}\right) n}{n-\log n} \leq \underline{d}(A)+\epsilon .
$$

Hence $\limsup \sup _{m \rightarrow \infty} \sigma_{>m}(A) \leq \underline{d}(A)$.
On the other hand suppose that $\sigma_{>m}(A) \leq \underline{d}(A)-2 \epsilon$ for all $m \geq m_{0}$. Define $m_{0}<$ $m_{1}<m_{2}<\ldots$ as follows: Select $m_{j+1}>m_{j}$ so that $\frac{A\left(m_{j+1}\right)-A\left(m_{j}\right)}{m_{j+1}-m_{j}}=\sigma_{>m_{j}}(A) \leq$ $\underline{d}(A)-2 \epsilon$. Therefore

$$
\begin{aligned}
A\left(m_{k}\right) & =A\left(m_{0}\right)+\sum_{j=0}^{k-1} A\left(m_{j+1}\right)-A\left(m_{j}\right) \leq A\left(m_{0}\right)+\sum_{j=0}^{k-1}(\underline{d}(A)-2 \epsilon)\left(m_{j+1}-m_{j}\right) \\
& =A\left(m_{0}\right)+(\underline{d}(A)-2 \epsilon)\left(m_{k}-m_{0}\right) \leq(\underline{d}(A)-\epsilon) m_{k}
\end{aligned}
$$

if $m_{k}>m_{0} / \epsilon$; and so $\underline{d}(A) \leq \lim _{k \rightarrow \infty} \frac{A\left(m_{k}\right)}{m_{k}} \leq \underline{d}(A)-\epsilon$, a contradiction.
We are interested in adding sets and obtaining a large sum. We will usually assume that $0 \in A \cap B$ for this implies that $A \cup B \subseteq A+B$. In the next result we prove a simple consequence of the pigeohole principle but rephrased here in our terminology.

Lemma 2.1. If $0 \in A \cap B$ and $\sigma(A)+\sigma(B) \geq 1$ then $A+B \supseteq \mathbb{Z}_{\geq 0}$.
Proof. Suppose not and let $n$ be the smallest positive integer for which $n \notin A+B$ : then $n \notin A \cup B$, and $A$ and $n-B$ are disjoint. Let $C=A \cup(n-B)$ so that $n-1 \geq C(n-1)=$ $A(n-1)+(n-B)(n-1)=A(n-1)+B(n-1)=A(n)+B(n) \geq \sigma(A) n+\sigma(B) n \geq n$, a contradiction to the supposition.

Schnirelmann's theorem. If $1 \in A$ and $0 \in B$ then $\sigma(A+B) \geq \sigma(A)+\sigma(B)-\sigma(A) \sigma(B)$.
A greedy proof. Given $a \in A_{\geq 1}$ we count the number of elements in $a+B \subseteq A+B$ just a little larger than $a$. That is, if $x>a$ then $(A+B)(x)-(A+B)(a-1) \geq(a+B)(x)-$ $(a+B)(a-1)=B(x-a)+1 \geq \sigma(B)(x-a)+1$. Therefore if $1=a_{1}<a_{2}<\cdots<a_{k} \leq n$ are the elements of $A \cap[1, n]$ then

$$
\begin{aligned}
(A+B)(n) & =\sum_{i=1}^{k-1}\left((A+B)\left(a_{i+1}-1\right)-(A+B)\left(a_{i}-1\right)\right)+\left((A+B)(n)-(A+B)\left(a_{k}-1\right)\right) \\
& \geq \sum_{i=1}^{k-1}\left(\sigma(B)\left(a_{i+1}-a_{i}-1\right)+1\right)+\left(\sigma(B)\left(n-a_{k}\right)+1\right) \\
& =\sigma(B)(n-k)+k=\sigma(B) n+(1-\sigma(B)) A(n) \geq(\sigma(A)+\sigma(B)-\sigma(A) \sigma(B)) n
\end{aligned}
$$

We can deduce that any set of positive density is a basis for the integers:
Corollary 2.2. If $0 \in A$ and $\sigma(A)>0$ then there exists $h$ such that $h A \supseteq \mathbb{Z}_{\geq 0}$. We may take $h \leq 2\lceil(\log 2) /(-\log (1-\sigma(A))\rceil$.

Proof. As $\sigma(A)>0$ we know that $1 \in A \subset k A$ for all $k \geq 1$; and we deduce, by induction, from Schnirelmann's theorem, that if $0,1 \in A$ then $1-\sigma(k A) \leq(1-\sigma(A))^{k}$ for all $k \geq 1$. Now let $k$ be the smallest integer for which $(1-\sigma(A))^{k} \leq 1 / 2$ so that $\sigma(k A) \geq 1 / 2$, and then $k A+k A \supseteq \mathbb{Z}_{\geq 0}$ by Lemma 2.1.

The most famous consequence of this is Schnirelmann's result that the primes form an additive basis, a first step along the road to Goldbach's conjecture. To prove this will require a little sieve theory to prove that $\underline{d}\left(2 \mathbb{P}_{\geq 3}\right) \geq 2 / 3^{11}$. Use this to show that the primes form an additive basis of order $\leq 2^{17}$.

A similar method can be used to prove Hilbert's theorem on Waring's problem, that for every integer $k$, there exists $h$ such that every the $k$ th powers of integers form an additive basis.

Before the sieve theory, we will make an analogous first step along the road to the twin prime conjecture, rather than Goldbach.

Given $S \subset G$ we define the cube $\bar{S}:=\left\{\sum_{s \in S} \epsilon_{s} s: \epsilon_{s} \in\{-1,0,1\}\right.$ for each $\left.s \in S\right\}$, to have dimension $|S|$. Notice that $|\bar{S}| \leq 3^{|S|}$. If we have equality here then we call this a proper cube. Notice that a cube is a special case of a generalized arithmetic progression; and that our definition works for any additive group $G$.

Proposition 2.3. If $A \subseteq \mathbb{Z}_{\geq 1}$ with $\bar{d}(A)>0$, then there exists a finite cube $\bar{S}$ for which $A-A+\bar{S}=\mathbb{Z}$. In fact there exists such a cube of dimension $\lfloor\log (1 / \bar{d}(A)) / \log 2\rfloor$.

Proof. If $A-A \neq \mathbb{Z}$ then there exists an integer $m$ such that $m \notin A-A$, and so $A$ and $m+A$ are disjoint. Let $A_{1}=A \cup(m+A)=A+\{0, m\}$ so that $\bar{d}\left(A_{1}\right)=2 \bar{d}(A)$ and $A_{1}-A_{1}=A-A+\overline{\{m\}}$. If this is not $\mathbb{Z}$, we then define $A_{2}, A_{3}, \ldots$ and so on. However this construction cannot continue if $\bar{d}\left(A_{k}\right)>1 / 2$ (since we cannot have $\bar{d}\left(A_{k+1}\right)>1$ ), and therefore $A_{k}-A_{k}=\mathbb{Z}$. This gives our result with $k$ chosen so that $2^{k} \bar{d}(A)>1 / 2$.

From this and the result that $\underline{d}\left(2 \mathbb{P}_{\geq 3}\right) \geq 2 / 3^{11}$ we deduce that there exists a cube $\bar{S}$ of dimension $\leq 16$ for which $2 \diamond \mathbb{Z}=2 \mathbb{P}_{\geq 3}-2 \mathbb{P}_{\geq 3}+\bar{S}$.

One can continue this line of thinking in the well-known example that $4 \mathbb{Z}^{2}=\mathbb{Z}_{\geq 0}$; in this case it is known that every positive integer is represented many times as the sum of four squares and that there are infinitely which are not the sum of three squares (in fact, precisely the integers $\left\{4^{k}(8 m-1): k \geq 0, m \geq 1\right\}$ ). One might ask whether one can find a "thin" subset $A$ of $\mathbb{Z}^{2}$, perhaps finite, such that $3 \mathbb{Z}^{2}+A=\mathbb{Z}_{\geq 0}$. From the classification of integers that do not belong to $3 \mathbb{Z}^{2}$ it is easy to show that $3 \mathbb{Z}^{2}+\{0,1,4\}=\mathbb{Z} \geq 0$. It is a challenge to find a "thin" set $A$ for which $2 \mathbb{Z}^{2}+A=\mathbb{Z}_{\geq 0}$ - show that such a set $A$ cannot be finite.

## The PRIME $k$-TUPLETS CONJECTURE

The prime number theorem tells us that there are $\sim x / \log x$ primes $\leq x$; or, put another way, if we randomly chose an integer near $x$ then it is prime with probability $1 / \log x$.

If we were to ask how often $n$ and $n+d$ are prime when $n \leq x$ then we might guess that one can assume that the events that they are each prime are "independent" of one another, and so this happens for about $1 / \log ^{2} x$ of the integers $n$ around $x$. However, in the case that $d=1$ this heuristic fails to account for the fact that one of $n$ and $n+1$ is always even, and thus $n$ and $n+1$ cannot be simultaneously prime when $n>2$. To take the divisibility of prime numbers into account, we note that the probability that neither of two randomly chosen numbers are divisible by $p$ is $(1-1 / p)^{2}$, whereas the probability that neither of $n$ and $n+d$ are divisible by $p$ if $n$ is chosen randomly is $1-\omega(p) / p$ where $\omega(p)=2$ unless $p$ divides $d$, in which case $\omega(p)=1$. Thus we have a "correction factor"

$$
\operatorname{Correction}_{t, t+d}(p):=\frac{\#\{n(\bmod p):(n(n+d), p)=1\} / p}{(\#\{m(\bmod p):(m, p)=1\} / p)^{2}}=\frac{1-\omega(p) / p}{(1-1 / p)^{2}}
$$

and so expect there to be

$$
\{\operatorname{Twin}(d)+o(1)\} \frac{x}{\log ^{2} x} \text { where } \operatorname{Twin}(d):=\prod_{p \text { prime }} \operatorname{Correction}_{t, t+d}(p)
$$

prime pairs $n, n+d$ with $n \leq x$, and this claim is well supported by computational evidence. Note that if $d$ is odd then Correction $_{t, t+d}(2)=0$ so $\operatorname{Twin}(d)=0$. If $d$ is even then we can rewrite our constant, $\operatorname{Twin}(d)$, as

$$
C \kappa_{d} \text { where } \kappa_{d}:=\prod_{\substack{p \mid n \\ p \text { odd }}} \frac{p-1}{p-2} \text { and } C:=2 \prod_{p \geq 3} \frac{1-2 / p}{(1-1 / p)^{2}}
$$

It is not obvious that the infinite product defining $C$ converges to a constant:
Exercise: (i) We define $\zeta(s):=\sum_{n \geq 1} \frac{1}{n^{s}}$ when $s=\sigma+i t$ and $\sigma>1$. Justify each of the inequalities $|\zeta(s)| \leq \zeta(\sigma) \leq 1+\int_{1}^{\infty} \frac{d t}{t^{\sigma}}=\frac{\sigma}{\sigma-1}$, which proves that the sum is absolutely convergent.
(ii) Use the Fundamental Theorem of Arithmetic to show that $\prod_{p \text { prime }}\left(1-\frac{1}{p^{s}}\right)^{-1}=\zeta(s)$ if $\operatorname{Re}(s)>1$.
(iii) Prove that $1 \leq \frac{1-2 / p}{(1-1 / p)^{2}} \leq \frac{1}{\left(1-1 / p^{2}\right)}$ for each prime $p$. Deduce that $2 \leq C \leq \frac{3}{2} \zeta(2) \leq 3$.

Given a set of irreducible polynomials $f_{1}(t), f_{2}(t), \ldots, f_{k}(t)$ we analogously expect that the number of integers $n \leq x$ for which $\left|f_{1}(n)\right|,\left|f_{2}(n)\right|, \ldots$ and $\left|f_{k}(n)\right|$ are all prime is

$$
\left\{\prod_{p \text { prime }} \text { Correction }_{\left|f_{1}(t)\right|,\left|f_{2}(t)\right|, \ldots,\left|f_{k}(t)\right|}(p)+o(1)\right\} \frac{x}{\prod_{j=1}^{k} \log \left|f_{j}(x)\right|}
$$

where

$$
\operatorname{Correction}_{\left|f_{1}(t)\right|, \ldots,\left|f_{k}(t)\right|}(p):=\frac{\#\left\{n(\bmod p):\left(f_{1}(n) \ldots f_{k}(n), p\right)=1\right\} / p}{(\#\{m(\bmod p):(m, p)=1\} / p)^{k}}
$$

Define $r(n)=\#\{p, q$ primes : $p+q=n\}$. Evidently $r(n) \leq 2$ if $n$ is odd, and the above heuristic suggests that if $n$ is even then

$$
r(n) \sim C \kappa_{d} \cdot \frac{n}{\log ^{2} n}
$$

the quantitative form of the Goldbach conjecture. The fundamental lemma of the sieve gives an upper bound for $r(n)$ that is slightly weaker than this: From Theorem 3.11 in [HR] we have that $r(n)$ is no more than $4+o(1)$ times the prediction above. Now

$$
\left(\frac{x}{2 \log x}\right)^{2} \sim\left(\sum_{p \leq x / 2} 1\right)^{2} \leq \sum_{\substack{p, q \text { prime } \\ p+q \leq x}} 1=\sum_{n \leq x} r(n)
$$

whereas, by the Cauchy-Schwarz inequality,

$$
\left(\sum_{n \leq x} r(n)\right)^{2} \leq|(2 \mathbb{P})(x)| \sum_{n \leq x} r(n)^{2} \lesssim|(2 \mathbb{P})(x)| \sum_{\substack{n \leq x \\ n \text { odd }}}\left(4 C \prod_{\substack{p \text { pond } \\ p \text { odd }}} \frac{p-1}{p-2} \cdot \frac{n}{\log ^{2} n}\right)^{2}
$$

Next we average this constant in a complicated exercise:
Exercise: (i) Prove that $\left(\frac{p-1}{p-2}\right)^{2} \leq 1+\frac{9}{p}$ for each prime $p \geq 3$.
(ii) Let $\omega(d)=\sum_{p \mid d} 1$. Prove that $\prod_{p \mid n, p \text { odd }}\left(\frac{p-1}{p-2}\right)^{2} \leq \sum_{d \mid n, d \text { odd }} \frac{\mu^{2}(d) 99^{\omega(d)}}{d}$.
(iii) Show that
$\sum_{\substack{n \leq x \\ n \text { odd }}}\left(\prod_{\substack{p \mid n \\ p \text { odd }}}^{p-2} \frac{p-1}{p-2}\right)^{2} \leq \sum_{\substack{d \leq x \\ d \text { odd }}} \frac{\mu^{2}(d) 9^{\omega(d)}}{d} \cdot \frac{x}{d} \leq x \prod_{p>2}\left(1+\frac{9}{p^{2}}\right) \leq\left(\frac{3 \zeta(2)}{4}\right)^{9} x \leq\left(\frac{3}{2}\right)^{9} x$.
Since $\frac{n}{\log ^{2} n} \leq \frac{x}{\log ^{2} x}$, combining the last few equations yields that

$$
|(2 \mathbb{P})(x)| \gtrsim \frac{2 x}{3^{11}}, \text { so that } \underline{d}\left(2 \mathbb{P}_{\geq 3}\right) \geq \frac{2}{3^{11}}
$$

Modify the above argument to show that if $Q$ is any subset of the primes of positive density (that is, there exists a constant $c>0$ such that $Q(x) \geq c \pi(x)$ if $x$ is sufficiently large) then $\underline{d}(2 Q)>0$. Deduce that $Q$ is an additive basis for the integers.

## The Dyson transformation and its consequences

Freeman Dyson defined a transformation $A, B \rightarrow \delta_{e}(A), \delta_{e}(B)$ on a pair sets, which is useful in the context of adding sets: For any $e \in A$ we let $B_{e}:=\{b \in B: b+e \notin A\}$ and then

$$
\delta_{e}(A):=A \cup(e+B)=A \cup\left(e+B_{e}\right) \quad \text { and } \quad \delta_{e}(B):=B \backslash B_{e} .
$$

Notice that $B_{e} \subseteq B$ and $A \cap\left(e+B_{e}\right)=\emptyset$, so that $\left|\delta_{e}(A)+\left|\delta_{e}(B)\right|=|A|+|B|\right.$. We also have that $e+\delta_{e}(B) \subseteq A \subseteq \delta_{e}(A)$. It is useful in the context of adding sets for two reasons:

- We have $A \cap(e+B)=\delta_{e}(A) \cap\left(e+\delta_{e}(B)\right)$ and $A \cup(e+B)=\delta_{e}(A) \cup\left(e+\delta_{e}(B)\right)$;
- Also $\delta_{e}(A)+\delta_{e}(B) \subseteq A+B$.

To see this last assertion note that if $a \in \delta_{e}(A), b \in \delta_{e}(B) \subseteq B$ then either $a \in A$ (in which case $a+b \in A+B$ trivially) or $a \in e+B_{e}$, that is $a=e+b^{\prime}$ with $b^{\prime} \in B_{e}$ : however we then have $e+b \in A\left(\right.$ as $\left.b \in \delta_{e}(B)\right)$, say $e+b=a^{\prime} \in A$, and so $a+b=\left(e+b^{\prime}\right)+b=$ $(e+b)+b^{\prime}=a^{\prime}+b^{\prime} \in A+B$.

With this tool we can prove Mann's improvement of Schnirelmann's theorem and other central results in this subject.

Mann's theorem. If $0 \in A \cap B$ then $\sigma(A+B) \geq \min \{1, \sigma(A)+\sigma(B)\}$.
This follows immediately from the stronger
Proposition 2.4. If $0 \in A \cap B$ then $\frac{(A+B)(n)}{n} \geq \min \left\{1, \min _{1 \leq m \leq n} \frac{A(m)+B(m)}{m}\right\}$.
Proof. Let $\eta:=\min _{1 \leq m \leq n}(A(m)+B(m)) / m$. The result follows from the proof of Lemma 2.1 if $\eta \geq 1$, so we may assume that $\eta<1$. It will be convenient in this proof to suppose that $A, B \subseteq[0, n]$, wlog. There is nothing to prove if $n=0$ or $B(n)=0$ or $A(n)=0$. So we will proceed by induction on $n$ and then on $B(n)$, and we may now assume that $n, B(n) \geq 1$. We select $e$ minimal so that $e+B$ is not a subset of $A$ (evidently $e$ exists, for we may simply take consider $e$ and $b$ to be the largest elements of $A$ and $B$ respectively, so that $e+b \notin A)$. Note that $B_{e}(n) \geq 1$, so that $\delta_{e}(B)(n)<B(n)$ and thus we may proceed by the induction hypothesis as $(A+B)(n) \geq\left(\delta_{e}(A)+\delta_{e}(B)\right)(n)$ (since $\left.\delta_{e}(A)+\delta_{e}(B) \subseteq A+B\right)$, once we prove that $\delta_{e}(A)(m)+\delta_{e}(B)(m) \geq \eta m$ for all $1 \leq m \leq n$.

Now $\left\{b \in B_{e}: m-e<b \leq m\right\} \subseteq\{b \in B: m-e<b \leq m\}$ so we have

$$
\begin{aligned}
\delta_{e}(A)(m)+\delta_{e}(B)(m) & =\left(A(m)+B_{e}(m-e)\right)+\left(B(m)-B_{e}(m)\right) \\
& =A(m)+B(m)-\left(B_{e}(m)-B_{e}(m-e)\right) \\
& \geq A(m)+B(m)-(B(m)-B(m-e))=A(m)+B(m-e) .
\end{aligned}
$$

If $B(m)=B(m-e)$ then we are done, for example in the case $e=0$. Otherwise let $b_{1}$ be the smallest element of $B$ which is $>m-e$, so that $b_{1} \leq m$, and let $0 \leq r:=m-b_{1} \leq e-1$ $(\leq n-1)$. Then $A(m)+B(m-e)=A(m)+B\left(b_{1}-1\right)=\left(A\left(b_{1}+r\right)-A\left(b_{1}-1\right)\right)+\left(A\left(b_{1}-\right.\right.$ $\left.1)+B\left(b_{1}-1\right)\right)$. Now $A\left(b_{1}-1\right)+B\left(b_{1}-1\right) \geq \eta\left(b_{1}-1\right)$ by hypothesis. Now if $a \in A$ with $a \leq r<e$ then $a+B \subset A$ so that $b_{1}+a \in A$ : therefore $A\left(b_{1}+r\right)-A\left(b_{1}-1\right) \geq A(r)+1$, and $A(r)=(A+B)(r)$ since every element of $A+B$ which is $<e$ must belong to $A$ (by the definition of $e$ ). Putting this altogether, and using the induction hypothesis on $n$ to note that $(A+B)(r) \geq \eta r$, we have $A(m)+B(m-e) \geq \eta r+1+\eta\left(b_{1}-1\right)=\eta m+(1-\eta) \geq \eta m$.

Dyson generalization. If $0 \in A_{1} \cap A_{2} \cap \cdots \cap A_{k}$ then

$$
\frac{\left(A_{1}+A_{2}+\cdots+A_{k}\right)(n)}{n} \geq \min \left\{1, \min _{1 \leq m \leq n} \frac{A_{1}(m)+A_{2}(m)+\cdots+A_{k}(m)}{m}\right\}
$$

A key question is how these results generalize to $\underline{d}$ : one might guess that $\underline{d}(A+B) \geq$ $\min \{1, \underline{d}(A)+\underline{d}(B)\}$, but this is wrong: The example $A=B=A+B=\{n \equiv 0(\bmod m)\}$ shows that subgroups must be taken into consideration. The example $A=B=\{n \equiv 0$ or 1 $(\bmod m)\}$ and $A+B=\{n \equiv 0,1$ or $2(\bmod m)\}$ shows that cosets of subgroups must also be taken into consideration. Evidently we first need to study addition of sets $(\bmod m)$, before going on to $\underline{d}$.

The Cauchy-Davenport theorem. If $A$ and $B$ are non-empty subsets of $\mathbb{Z} / N \mathbb{Z}$ with $0 \in B$, and where $(b, N)=1$ for all $b \in B \backslash\{0\}$ then $|A+B| \geq \min \{N,|A|+|B|-1\}$.

Proof. We need only prove this when $|A|+|B|-1 \leq N$, for if $|A|+|B|-1$ is larger then we simply take subsets $A^{\prime} \subseteq A$ and $B^{\prime} \subseteq B$ with $\left|A^{\prime}\right|+\left|B^{\prime}\right|-1=N$ and then $\mathbb{Z} / N \mathbb{Z} \supseteq A+B \supseteq A^{\prime}+B^{\prime} \supseteq \mathbb{Z} / N \mathbb{Z}$.

Proof by induction on $|B|$ : if $|B|=1$ then $B=\{0\}$ so $A+B=A$ and the result follows. For $|B| \geq 2$ select $b \in B \backslash\{0\}$. We claim that there exists $e \in A$ such that $e+B \not \subset A$ else $A+B=A$ and then summing the solutions of $a+b=a^{\prime}$ over all $a \in A$ (and thus $a^{\prime}$ runs through the elements of $A$ ), we obtain $|A| b \equiv 0(\bmod N)$. Now $(b, N)=1$ by hypothesis and so $N||A|$ which is impossible since $1 \leq|A| \leq N-1$.

The result holds for the pair $\delta_{e}(A), \delta_{e}(B)$ by the induction hypothesis (as $\left|\delta_{e}(B)\right|<$ $|B|)$, and then the result holds for the pair $A, B$ by the properties of the Dyson-transform (verify this).

At first sight it would seem we could significantly weaken the hypothesis on $B$ in the proof above to something like $\left(N, b_{1}, \ldots, b_{r}\right)=1$ where $B=\left\{0, b_{1}, \ldots, b_{r}\right\}$. Explain why the proof fails in this situation.

Corollary 2.5. If $A$ and $B$ are non-empty subsets of $\mathbb{Z} / p \mathbb{Z}$ where $p$ is prime, then $\mid A+$ $B \mid \geq \min \{p,|A|+|B|-1\}$.

Proof. Determine how to satisfy the hypotheses of the Cauchy-Davenport theorem in this case.
In fact one can prove that $|A+B|=|A|+|B|-1<p$ if and only if either
(i) $A$ or $B$ has just one element; or
(ii) $A=a_{0}+d \diamond\{0,1, \ldots, r-1\}, B=b_{0}+d \diamond\{0,1, \ldots, s-1\}$ for some $r+s \leq p-1$; or
(iii) $A \cup(d-B)$ is a partition of $\mathbb{Z} / p \mathbb{Z}$ for some integer $d$.

In the proof above we see that if $\left|\delta_{e}(A)+\delta_{e}(B)\right| \geq\left|\delta_{e}(A)\right|+\left|\delta_{e}(B)\right|$ then $|A+B| \geq$ $|A|+|B|$. Now if $|B|=1$ then, trivially

Summing sets To Get ALL of The integers
Proposition 2.6. If $A$ is an additive basis of order $h$ then $A(n) \gg h n^{1 / h}$. On the other hand there exists an additive basis $A$ of order $h$ with $A(n) \ll h n^{1 / h}$.
Proof. Suppose that $h A \supseteq \mathbb{Z}_{\geq m}$. Then $n+O(1) \leq(h A)(n) \leq\binom{ A(n)+h-1}{h}=A(n)^{h} / h!+$ $O\left(A(n)^{h-1}\right)$, and the first result follows from Stirling's formula. On the other hand one can show that

$$
A=\bigcup_{j=0}^{h-1}\left(2^{j} \diamond B\right) \text { where } B=\left\{\sum_{i=1}^{\ell} 2^{e_{i} h}: 0 \leq e_{1}<e_{2}<\cdots<e_{\ell}, \ell \geq 0\right\}
$$

is a basis of order $h$ (Fill in the details here as an exercise. Hint: Consider representing $2^{h}-1$ as a sum of elements of $A$ ). Now if $2^{(k-1) h} \leq n \leq 2^{k h}-1$ then $B(n) \leq B\left(2^{k h}-1\right)=2^{k} \leq 2 n^{1 / h}$ and so $A(n) \leq \sum_{j=0}^{h-1} 2\left(2^{-j} n\right)^{1 / h} \leq 2\left(1-2^{-1 / h}\right)^{-1} n^{1 / h} \ll h n^{1 / h}$. Determine an asymptotic formula for the value of $B(n)$ and then of $A(n)$.

Evidently $(h-1) A$ in this example is nowhere close to being all of $\mathbb{Z}$. One might guess that bases are, in some sense, "complementary"; in that of you added enough together you would obtain $\mathbb{Z}$. Nothing could be further from the truth, as the following generalization of the above construction shows.

Cute example: For given integers $h \geq 2$ and $k$, we now construct additive bases $B_{1}, \ldots B_{k}$ of order $h$ such that if $T=(h-1)\left(B_{1}+B_{2}+\cdots+B_{k}\right)$ then $T(n) \ll_{h, k} n^{1-1 /\left(2 h^{k}\right)}$ :
Fix integer $g \geq(k(h-1))^{2}$ and for any $S \subset \mathbb{Z}_{\geq 0}$ define $G(S)=\left\{\sum_{j \in S} e_{j} g^{j}: 0 \leq e_{j} \leq\right.$ $g-1\}$. Note that if $A \cap B=\emptyset$ then $G(A \cup B)=G(A)+G(B)$.

If $n=\sum_{i} n_{i} h^{i}$ in base $n$ then let $N_{i, j}$ be the set of non-negative integers $n$ with $n_{i}=j$, and note that $\cup_{j=0}^{h-1} N_{i, j}$ is a partition of $\mathbb{Z}_{\geq 0}$. Then define

$$
B_{i}=\bigcup_{j=0}^{h-1} G\left(N_{i, j}\right), \text { so that }(h-1) B_{i}=\bigcup_{j_{i}=0}^{h-1}(h-1) W\left(j_{i}\right) \text { where } W\left(j_{i}\right):=\bigcup_{\substack{j=0 \\ j \neq j_{i}}}^{h-1} G\left(N_{i, j}\right)
$$

and therefore $T=\cup(h-1)\left(W\left(j_{0}\right)+W\left(j_{1}\right)+\cdots+W\left(j_{k-1}\right)\right)$ where the union is taken over $0 \leq j_{0}, \ldots, j_{k-1} \leq h-1$. Fix $j_{0}, \ldots, j_{k-1}$ and write $U=(h-1)\left(W\left(j_{0}\right)+W\left(j_{1}\right)+\cdots+\right.$ $\left.W\left(j_{k-1}\right)\right)$, Now if $e \equiv j_{0}+j_{1} h+\cdots+j_{k-1} h^{k-1}\left(\bmod h^{k}\right)$ then $e \notin \cup_{j \neq j_{i}} N_{i, j}$ for any $i$, and so the least residue $\left(\bmod g^{e+1}\right)$ of an element of $W\left(j_{1}\right)$ is $\leq g^{e}-1$. Therefore the least residue $\left(\bmod g^{e+1}\right)$ of an element of $U$ is $\leq k(h-1)\left(g^{e}-1\right)$, and so the coefficient of $g^{e}$ in the base $g$ expansion is $\leq k(h-1)-1$. Therefore if $g^{(m-1) h^{k}}<n \leq g^{m h^{k}}$ for some integer $m \geq 1$ then

$$
U(n) \leq U\left(g^{m h^{k}}\right) \leq\left(k(h-1) g^{h^{k}-1}\right)^{m} \leq g^{m\left(h^{k}-1 / 2\right)} \leq g^{h^{k}-1 / 2} n^{1-1 /\left(2 h^{k}\right)}
$$

and then $T(n) \leq h^{k} g^{h^{k}-1 / 2} n^{1-1 /\left(2 h^{k}\right)}$, as required.

It is often difficult, for given sets $A$ and $B$, to determine whether $A+B=\mathbb{Z}$ ? (for example if $A=\{0\} \cup\left\{(p-1) / 2: p \in \mathbb{P}_{\geq 3}\right)$. Or, for a given set $A$ one might wish to find "thin" sets $B$ for which $A+B=\mathbb{Z}$ (for example where $A=\{0\} \cup \mathbb{P}$ ).

An essential component is a set $B$ such that if $1>\sigma(A)>0$ then $\sigma(A+B)>\sigma(A)$. Khintchin showed in 1933 that $\mathbb{Z}^{2}$ is an essential component, and Erdős and Landau showed that they do turn out to be more common than one might expect.

We shall consider how small a set $B$ one can add to $A$ to guarantee that $A+B \supseteq \mathbb{Z}_{\geq m}$.
Lemma 2.7. Let $a_{0} \geq 0$ be the smallest element of $A$, and suppose that $n+1 \geq m+a_{0}$. Then there exists a subset $S$ of $[m, 2 n-1]$ such that $\{n+1, n+2, \ldots, 2 n\} \subseteq A+S$ with $|S| \ll n \log (2 A(n-m+1)) / A(n-m+1)$.

With this key lemma we deduce Lorentz's theorem:
Theorem 2.8. If $0 \in A$ then there exists $B \subset \mathbb{Z}_{\geq 0}$ for which $A+B=\mathbb{Z}_{\geq 0}$ and $B(n) \ll$ $a_{1}+\sum_{n>m \geq 1} \log (A(m)) / A(m)$, where $a_{1}$ is the smallest element of $A_{\geq 1}$.
Deduce that there exists $B$ with $B+\mathbb{P}=\mathbb{Z}_{\geq 2}$ and $B(n) \ll \log ^{3} n$. Also that there exists $C$ with $C+\mathbb{Z}^{2}=\mathbb{Z}_{\geq 0}$ with $C(n) \ll \sqrt{n} \log n$.

We can also deduce a $" \bmod n$ version:
Theorem 2.9. For any subset $A$ of $\mathbb{Z} / N \mathbb{Z}$ there exists $B \subseteq \mathbb{Z} / N \mathbb{Z}$ for which $A+B=$ $\mathbb{Z} / N \mathbb{Z}$ and $|B| \ll N \log (2|A|) /|A|$.

Note that $|A||B| \ll N \log N$ (obviously one needs $|A||B| \geq N$; I have no idea whether one can improve on this log factor).
Proof of Theorem 2.9. Represent $A$ as a subset of $\{1, \ldots, n\}$ and then apply Lemma 2.7 with $m=1$ and $B=S$.
Proof of Theorem 2.8. For any $j \geq 2$, we can take $n=2^{j}$ and $m=2^{j-1}+1$ in Lemma 2.7 to obtain $B_{j} \subseteq\left(2^{j-1}, 2^{j+1}\right)$ such that $\left\{2^{j}+1,2^{j}+2, \ldots, 2^{j+1}\right\} \subseteq A+B_{j}$ and $\left|B_{j}\right| \ll 2^{j} \log \left(2 A\left(2^{j-1}\right)\right) / A\left(2^{j-1}\right) \ll \sum_{i=2^{j-2}}^{2^{j-1}} \log (A(i)) / A(i)$ as $\log (A(i)) / A(i)$ is a decreasing function for $A(i) \geq 3$. We take $B=\left\{0,1, \ldots, a_{1}\right\}$ together with the $B_{j}$ for all $j$ with $2^{j+1} \geq a_{1}$.
Proof of Lemma 2.7. (Greedy) Let $I_{0}=\{n+1, n+2, \ldots, 2 n\}$. Given $I_{j} \subset I_{0}$ we select integer $s_{j} \in[m, 2 n-1]$ so that $J_{j}:=\left(A+s_{j}\right) \cap I_{j}$ is maximal, and then let $I_{j+1}=I_{j} \backslash J_{j}$. Note that if $i \in I_{0}$ and $s \in[m, 2 n-1]$ then $i-s \geq n+1-m$ and so

$$
\begin{aligned}
(2 n-m)\left|J_{j}\right| & \geq \sum_{s=m}^{2 n-1}\left|(A+s) \cap I_{j}\right|=\sum_{i \in I_{j}}|A \cap\{i-m, \ldots, i-(2 n-1)\}| \\
& =\sum_{i \in I_{j}} A(i-m) \geq\left|I_{j}\right| A(n+1-m)
\end{aligned}
$$

This implies that $\left|I_{j+1}\right|=\left|I_{j}\right|-\left|J_{j}\right| \leq\left|I_{j}\right|(1-A(n+1-m) /(2 n-m))$. Select $k$ to be the smallest integer $>(2 n-m) \log (2 A(n+1-m)) / A(n+1-m)$, so that $\left|I_{k}\right| \ll n / A(n+1-m)$. We let $S=\left\{s_{1}, s_{2}, \ldots, s_{k}\right\} \cup\left(I_{k}-a_{0}\right)$, and the result follows.

Constructions by probabilistic methods!?
Tilings: Discuss

Covering congruences. One can sometimes show that $A+B \neq \mathbb{Z}$ in spectacular fashion by showing that $A+B$ misses a complete arithmetic progression; that is $(A+B) \cap(c+$ $\left.N \diamond \mathbb{Z}_{>m}\right)=\emptyset$. In the case that $A=\mathbb{P}$ we may be able to write $B=B_{1} \cup B_{2} \cup \ldots B_{k}$ such that $\bar{B}_{j} \subset c_{j}+p_{j} \diamond \mathbb{Z}$, for certain distinct primes $p_{1}, \ldots, p_{k}$. In this case $(A+B) \cap(c+$ $\left.p_{1} \ldots p_{k} \diamond \mathbb{Z}\right) \subset\left\{p_{1}, \ldots, p_{k}\right\}$ where $c$ is chosen so that $c \equiv c_{j}\left(\bmod p_{j}\right)$ for each $j$ by the Chinese Remainder theorem, for if $a+b \in c+p_{1} \ldots p_{k} \diamond \mathbb{Z}$ with $b \in b_{j}$, say, then $p_{j} \mid a$ so that $a=p_{j}$ since $A=\mathbb{P}$.
Erdős invented this idea to show that a certain congruence class of odd integers cannot be written in the form $p+2^{k}$ with $p \in \mathbb{P}$. To develop this proof yourself consider writing the set $B=\left\{2^{k}: k \geq 1\right\}$ as $B_{2} \cup B_{3} \cup B_{4} \cup B_{8} \cup B_{12} \cup B_{24}$ where $B_{m}=\left\{2^{k}: k \equiv c_{m}(\bmod m)\right\}$ with $c_{2}=0, c_{3}=0, c_{4}=1, c_{8}=$ $3, c_{12}=7, c_{24}=23$, and go from there.

Kneser's Theorem. If $A$ and $B$ are finite subsets of additive group $Z$ with $|A|,|B|>1$ for which $|A+B|<|A|+|B|$ then let $H$ be the largest subgroup of $Z$ for which $A+B$ is a union of cosets of $H$ (note that such a subgroup always exists, namely $H=\{0\}$; and also that $H$ can possibly be all of $Z)$. Let $A_{0} \subset A$ and $B_{0} \subset B$ be minimal so that $A \subset A_{0}+H$ and $B \subset B_{0}+H$ (and therefore $A+B=A_{0}+B_{0}+H$ ). Then $\left|A_{0}+B_{0}\right|=\left|A_{0}\right|+\left|B_{0}\right|-1$ in $Z / H$, and if $A^{*}=\left(A_{0}+H\right) \backslash A$ and $B^{*}=\left(B_{0}+H\right) \backslash B$ then $\left|A^{*}\right|+\left|B^{*}\right| \leq|H|-1$.

It is worth noting that if we have $\left|A^{*}\right|+\left|B^{*}\right| \leq|H|-1$ as above then we must have $A+B=A+B+H$ (that is, $A+B$ is a union of cosets of $H$ ), for if $a+b \in A+B$ then $|A \cap(a+H)|+|B \cap(b+H)| \geq 2|H|-\left|A^{*}\right|-\left|B^{*}\right| \geq|H|+1$ and so for any $c \in a+b+H$ we obtain $c \in A+B$ by the pigeonhole principle (as in the proof of Lemma 2.1).

Let $r(n)=r_{A+B}(n)$ be the number of representations of $n$ in the form $a+b, a \in A, b \in$ $B$. By another application of the pigeonhole principle one can show that for each $n \in A+B$,

$$
r_{A+B}(n) \geq|A|+|B|-|A+B|
$$

To prove Kneser's theorem we will need to develop the theory of Dyson transformations: We saw above that the transformation $A, B \rightarrow \delta_{e}(A), \delta_{e}(B)$ has the properties that $\delta_{e}(B) \subset B, A \subset \delta_{e}(A)$ with $\left|\delta_{e}(A)\right|+\left|\delta_{e}(B)\right|=|A|+|B|$ and $\delta_{e}(A)+\delta_{e}(B) \subseteq A+B$. We may assume, wlog, that $0 \in B$ (after a translation), and then $0 \in \delta_{e}(B)$. A non-trivial transformation exists unless $A+B \subset A$ (so that all $B_{e}=\emptyset$ ), in which case $A+H \subset A$ where $H=<B>$ is the semigroup generated by $B$ (and if $Z$ is finite then $H$ is a subgroup of $Z$ ). If we start with any pair of sets $A, B$ we can go through a "derived" sequence of Dyson transformations $A, B \rightarrow^{e_{1}} A_{1}, B_{1} \rightarrow^{e_{2}} \cdots \rightarrow^{e_{r}} A_{r}, B_{r}$, and from the above properties we have that $0 \in B_{r} \subset B$ and $A_{r} \supset A$ with $\left|A_{r}\right|+\left|B_{r}\right|=|A|+|B|$ and $A_{r}+B_{r} \subseteq A+B$. If $B$ is finite then this can continue for only finitely many steps (since $\left|B_{r}\right| \leq|B|-r$ ), and then we must have that $A_{r}+H \subset A_{r}$ where $H=<B_{r}>$. If $A$ is also finite then $A_{r}+H=A_{r}$.

We also need a little technical lemma, for which we give a frustratingly long proof at the end of these notes. A keen student is invited to supply me with a short proof!

Lemma 2.10. Let $H_{1}, H_{2}$ be finite subgroups of $Z$ with $H_{1} \cap H_{2}=\{0\}$. Let $C_{j}$ be a non-empty finite set of coset representatives for $H_{j}$, for $j=1,2$, and let $S_{j}=C_{j}+H_{j}$. Then either $S_{1} \cup S_{2}=S_{1}$ or $S_{2}$, or $\left|S_{1} \cup S_{2}\right| \geq \min _{j=1,2}\left|S_{j}\right|+\left|H_{j}\right|-1$.

Proof of Kneser's Theorem. We will prove, by induction on $|T| \geq 1$, that for any non-empty subset $T \subset A+B$ there exists $C$, a finite set of coset representatives for some subgroup $H$, such that $T \subset C+H \subset A+B$, where $|A|+|B| \leq(|C|+1)|H|$. Once this is proved then we take $T=A+B$ so that $A+B=C+H^{\prime}$, and therefore $|A+B| \geq|A|+|B|-\left|H^{\prime}\right|$ (since $|A+B|=|C|\left|H^{\prime}\right|$ ). Now select $H$ to be the largest subgroup of $Z$ for which $A+B$ takes the form $C^{\prime}+H$, and note that $|A+B| \geq|A|+|B|-\left|H^{\prime}\right| \geq|A|+|B|-|H|$. Now $(A+H)+(B+H)=A+B$, so we get the same largest subgroup, $H$, when we add $A+H$ and $B+H$, and then the inequality above is $|A+B| \geq|A+H|+|B+H|-|H|$. Writing $A+H=A_{0}+H, B+H=B_{0}+H, A+B=C_{0}+H$ where $A_{0}, B_{0}, C_{0}$ are minimal such sets, then we see that $\left|C_{0}\right||H|=|A+B| \geq|A+H|+|B+H|-|H|=\left(\left|A_{0}\right|+\left|B_{0}\right|-1\right)|H|$. Therefore $\left|C_{0}\right| \geq\left|A_{0}\right|+\left|B_{0}\right|-1$ : we may assume that $\left|C_{0}\right|=\left|A_{0}\right|+\left|B_{0}\right|-1$, for if $\left|C_{0}\right| \geq\left|A_{0}\right|+\left|B_{0}\right|$ then $|A+B|=\left|C_{0}\right||H| \geq\left(\left|A_{0}\right|+\left|B_{0}\right|\right)|H| \geq|A+H|+|B+H| \geq$ $|A|+|B|$. Thus $\left|A_{0}+B_{0}\right|=\left|A_{0}\right|+\left|B_{0}\right|-1$ in $Z / H$ as claimed, and finally note that
$|A+B|=|H|\left(\left|A_{0}\right|+\left|B_{0}\right|-1\right)=|A|+|B|+\left|A^{*}\right|+\left|B^{*}\right|-|H|$ and so $\left|A^{*}\right|+\left|B^{*}\right|<|H|$, when $|A+B|<|A|+|B|$. Now to prove our claim:

For $T=\left\{a_{0}+b_{0}\right\}$ take $A, B \rightarrow A-a_{0}, B-b_{0}$ so, wlog, $T=\{0+0\}$ and $0 \in A \cap B$. We now go through a derived sequence of Dyson transformations on the pair $A, B$ to end up with a pair of sets $A^{\prime}, B^{\prime}$ for which $0 \in B^{\prime} \subset B$ and $\left|A^{\prime}\right|+\left|B^{\prime}\right|=|A|+|B|$ with $0 \in A \subset A^{\prime}=A^{\prime}+B^{\prime}=A^{\prime}+H \subseteq A+B$ where $H=<B^{\prime}>$. The result follows by taking $C$ minimal so that $C+H=A^{\prime}+H=A^{\prime}$, giving that $|A|+|B|=\left|A^{\prime}\right|+\left|B^{\prime}\right| \leq$ $|C+H|+|H|=(|C|+1)|H|$, with equality if and only if $B^{\prime}=H$.

For $|T| \geq 2$ we partition $T=T_{1} \cup T_{2}$ with $\left|T_{1}\right|,\left|T_{2}\right| \geq 1$ and apply the induction hypothesis to each part, obtaining $T_{j} \subset C_{j}+G_{j} \subset A+B$, where $|A|+|B| \leq\left(\left|C_{j}\right|+1\right)\left|G_{j}\right|$ for $j=1,2$. If $C_{1}+G_{1} \subset C_{2}+G_{2}$ then we simply take $C=C_{2}$ and $H=G_{2}$ (and similarly if $\left.C_{2}+G_{2} \subset C_{1}+G_{1}\right)$. Otherwise let $H=G_{1} \cap G_{2}$ and $H_{j}=G_{j} / H$ for $j=1,2$. Put $C=\left(C_{1}+H_{1}\right) \cup\left(C_{2}+H_{2}\right)$ so that $C+H=\left(C_{1}+G_{1}\right) \cup\left(C_{2}+G_{2}\right) \supset T_{1} \cup T_{2}=T$. By Lemma 2.10 we have that $|C| \geq \min _{j=1,2}\left|C_{j}+H_{j}\right|+\left|H_{j}\right|-1$; and so for that value of $j$ we have $|A|+|B| \leq\left(\left|C_{j}\right|+1\right)\left|G_{j}\right|=\left(\left|C_{j}+H_{j}\right|+\left|H_{j}\right|\right)|H| \leq(|C|+1)|H|$ as required.
Remarks: It would be good to have a result pertaining to the structure of $A_{0}$ and $B_{0}$. In particular if $\{0\}$ is the largest subgroup $H$ of $Z$ for which $A+B=A+B+H$ and $|A+B|=|A|+|B|-1$ then we should be able to classify the possible structures for $A$ and $B$. Perhaps the classification is analagous to what one finds for $\mathbb{Z} / p \mathbb{Z}$, as in just after Corollary 2.5 above.

It would be good to have a direct proof of Kneser's theorem, using little more than induction and Dyson transformations, but I have not yet found out how to do this (but seem to be close).

## Counting representations

We define $r_{A+B}(n)$ to be the number of representations of $n$ in the form $a+b, a \in$ $A, b \in B$; and we analogously define $r_{A-B}(n), r_{A B}(n), r_{2 A-2 B}(n)$, etc. It is more natural, analytically, to work with $r_{A+B}(n)$ than $A+B$, because

$$
\hat{A}(m) \hat{B}(m)=\sum_{n} r_{A+B}(n) e\left(\frac{n m}{p}\right) \text { for every } m
$$

Proof. Exercise.
However, applications in additive combinatorics need estimates on $A+B$, which are often developed from an in-depth understanding of $r_{A+B}(n)$. The key link between the two is seen by using the Cauchy-Schwarz inequality. First note that, and justify as an exercise, that

$$
|A||B|=\sum_{n} r_{A+B}(n)=\sum_{n \in A+B} r_{A+B}(n)=\sum_{j} r_{A-B}(j)=\sum_{k} r_{A B}(k) .
$$

Squaring this and then using Cauchy-Schwarz, yields

$$
\begin{equation*}
(|A||B|)^{2}=\left(\sum_{n \in A+B} r_{A+B}(n)\right)^{2} \leq \sum_{n \in A+B} 1 \cdot \sum_{n \in A+B} r_{A+B}(n)^{2} . \tag{6.2}
\end{equation*}
$$

The first term here is $|A+B|$; we need to better understand the second. Indeed (exercise) justify that

$$
E(A, B):=\#\left\{a+b=a^{\prime}+b^{\prime}: a, a^{\prime} \in A, b, b^{\prime} \in B\right\}=\sum_{n \in A+B} r_{A+B}(n)^{2}
$$

We call $E(A, B)$ the additive energy between two sets $A$ and $B$. Any quadruple counted in $E(A, B)$ also gives rise to solutions to $a-b^{\prime}=a^{\prime}-b$, so that $E(A, B)=E(B, A)=$ $E(A+x, B+y)=E(A,-B)$. Such a quadruple also implies that $a-a^{\prime}=b^{\prime}-b$, and so

$$
\begin{equation*}
E(A, B)=\sum_{x} r_{A+B}(x)^{2}=\sum_{y} r_{A-B}(y)^{2}=\sum_{z} r_{A-A}(z) r_{B-B}(z) . \tag{6.1}
\end{equation*}
$$

We can re-write (6.2) as

$$
\begin{equation*}
(|A||B|)^{2} \leq|A \pm B| E(A, B) \tag{6.2'}
\end{equation*}
$$

We deduce that if $A+B$ or $A-B$ is "small", say $\leq C \max \{|A|,|B|\}$ then $E(A, B)$ is "large", that is $|E(A, B)| \geq \frac{1}{C}|A||B| \min \{|A|,|B|\}$.

Exercise: Prove that $|A||B| \leq E(A, B) \leq|A||B| \min \{|A|,|B|\}$.
We would like a converse theorem. That is, if $E(A, B)$ is "large" then $A+B$ and $A-B$ are "small", or something of this nature. We will return to this later, eventually proving the Balog-Szemerédi-Gowers Theorem which states that if $E(A, A)$ is large then there is a large subset $A^{\prime}$ of $A$, such that $A^{\prime}+A^{\prime}$ is small.
(6.2') also leads to a lower bound on the largest $r_{A+B}(x)$ :

Lemma 6.3. $\max _{x} r_{A+B}(x) \geq \frac{|A||B|}{\min \{|A+B|,|A-B|\}}$.
Proof. $|A||B| \max _{x} r_{A+B}(x)=\max _{x} r_{A+B}(x) \sum_{n} r_{A+B}(n) \geq \sum_{n} r_{A+B}(n)^{2}=E(A, B)$ and the result follows from (6.2').

We note that we can separate the variables:

$$
\begin{equation*}
E(A, B)^{2}=\left(\sum_{z} r_{A-A}(z) r_{B-B}(z)\right)^{2} \leq \sum_{z} r_{A-A}(z)^{2} \sum_{z} r_{B-B}(z)^{2}=E(A, A) E(B, B) \tag{6.3}
\end{equation*}
$$

Now $E(A, B) \geq|A||B|$ with equality if and only if the $a+b$ are all distinct. We shall explore this in the next subsection. Evidently $E(A, A) \geq\binom{|A|+1}{2}$, and we obtain equality if all the $a_{i}+a_{j}, i \leq j$ are distinct; such a set is called a Sidon set.
Exercise: Show that if $A^{\prime} \subset A$ then $E\left(A^{\prime}, B\right) \leq E(A, B)$. Show that for any set $C$ we have $E(A, B) \leq$ $E(A+C, B)$. In particular $E(m A, n B) \geq E(A, B)$ for all $m, n \geq 1$.

## Adding finite sets

One has max $\{|A|,|B|\} \leq|A+B| \leq|A||B|$ for any two sets $A, B$ in a commutative, additive group $G$. We are interested in when these bounds can be attained.
(i) Prove that $|A+B|=|A|$ if and only if $|A-B|=|A|$.
(ii) Prove that $|A+B|=|A||B|$ if and only if $|A-B|=|A||B|$. Show that this is also equivalent to $(A-A) \cap(B-B)=\emptyset$.
(iii) Show that if $|A|+|B|>|G|$ then $A+B=A-B=G$. Give an example where $A+B \neq G$ with $|A|+|B|=|G|$.

The Cartesian product of two sets $A \times B$ is simply the set of ordered pairs $(a, b)$ with $a \in A, b \in B$. We define $(A \times B)+(C \times D)=(A+C) \times(B+D)$; that is the sum of two Cartesian products is taken componentwise. Also define $A^{(k)}:=A \times A \times \ldots \times A$ ( $k$ times).
(iv) Prove that $|A \times B|=|A||B|$.

In general $A+B$ and $A-B$ do not have the same size: For $A=\{0,1,3\}$ we have

$$
A+A=\{0,1,2,3,4,6\} \text { and } A-A=\{-3,-2,-1,0,1,2,3\}, \text { so }
$$

$|A+A|=6<|A-A|=7$. Hence $|B+B|=6^{k}<|B-B|=7^{k}$ for $B=A^{(k)}=$ $\{0,1,3\}^{k}$. For random sets $A$ (where the sums are all distinct) we have $|A+A|=\frac{|A|(|A|+1)}{2}$ whereas $|A-A|=|A|^{2}-|A|+1$, so it is not surprising that we can find an example with $|A+A|<|A-A|$. More interesting would be examples with $|A+A|>|A-A|$; indeed examples with $A+A$ a lot bigger than $A-A$. For $A=\{0,2,3,4,7,11,12,14\}$ we have $|A-A|=25<|A+A|=26$. Hence $|B-B|=25^{k}<|B+B|=26^{k}$ for $B=A^{(k)}$.

In the Freiman-Ruzsa theorem we are interested in the size of $A+A$ compared to $A$, so we define the doubling constant $D(A):=|2 A| /|A|$. Note that $1 \leq D(A) \leq(|A|+1) / 2$. The upper bound is attained exactly for Sidon sets.

Show that if $A$ is a subset of an abelian group $G$. Let $H(A):=\{h \in Z: h+A=A\}$. Prove that $A+H(A)=A$, and that $H(A)$ must be a subgroup of $G$. Deduce that there exist $a_{1}, \ldots, a_{k} \in G$, each belonging to different cosets of $H$, such that $A=\bigcup_{i=1}^{k}\left(a_{i}+H\right)$

Define the Ruzsa distance between two sets $A, B$ in an abelian group $G$ as $d(A, B)=\log \left(\frac{|A-B|}{\sqrt{|A||B|}}\right)$. Prove each of the following:
(i) $d(A, B)=d(-A,-B)=d(B, A)=d(A+x, B+y)$.
(ii) $d\left(A \times A^{\prime}, B \times B^{\prime}\right) \leq d(A, B)+d\left(A^{\prime}, B^{\prime}\right)$.
(iii) Prove that the positivity and symmetry properties hold.
(iv) Prove that $d(A, B) \geq 0$. Moreover $d(A, B)=0$ if and only if $B \subset b+H(A)$ for some $b \in G$. Deduce that the Ruzsa distance is not truly a distance function.

However the Ruzsa distance does satisfy the triangle inequality, $d(A, C) \leq d(A, B)+d(B, C)$, as we will deduce from the next lemma.

The Plünnecke-Ruzsa theorem. Fix constant $C>0$. The (as yet unproved) FreimanRuzsa Theorem tells us that if $|2 A| \leq C|A|$ then $A$ is a large subset of a low dimensional generalized arithmetic progression $P$. Let us suppose that $|P| \leq v(C)|A|$ and has dimension $\leq d=d(C)$, where $d(C)$ and $v(C)$ depend only on $C$. Then $|m P| \leq m^{d(C)} v(C)|A|$. Can we directly obtain a result of this type? In other words if $|2 A| \leq C|A|$ is it true that $|m A| \leq C_{m}|A|$ where $C_{m}$ is a constant that depends only on $C$ and $m$ ? What about $|m A-n A|$ ? There is a remarkably complete answer to this problem:

Plünnecke-Ruzsa theorem. We have $\frac{|m A-n A|}{|A|} \leq\left(\frac{|2 A|}{|A|}\right)^{m+n}$ for $m, n \geq 1$.
Plünnecke's proof is a delightful excursion in graph theory, molded into a beautiful proof in work of Ruzsa. We will not give their proof here, ${ }^{2}$ preferring to obtain a weaker result, which is good enough for our purposes, obtained strictly through combinatorial means, and more in the spirit of what is to come later in this course. We will now prove:
Corollary 6.10. We have $\frac{|m A-n A|}{|A|} \leq\left(\frac{|2 A|}{|A|}\right)^{6 m+6 n-10}$, for any $m, n \geq 1$.
Lemma. (Ruzsa) For any sets $A, B, C$ we have

$$
\begin{equation*}
|A-C||B| \leq|A-B||B-C| \tag{6.0}
\end{equation*}
$$

Exercise: Deduce the triangle inequality for the Ruzsa distance.
Proof. We will define a map $\phi:(A-C) \times B \rightarrow(A-B) \times(B-C)$, and prove that it is an injection, which implies the result. Given $d \in A-C$ select a unique pair $a_{d} \in A, c_{d} \in C$ for which $d=a_{d}-c_{d}$. Then $\phi(d, b)=\left(a_{d}-b, b-c_{d}\right)$ for each $d \in A-C, b \in B$. To prove that it is an injection, suppose that $(u, v) \in \operatorname{Image}(\phi) \subset(A-B) \times(B-C)$. If $\phi(d, b)=(u, v)$ then $u+v=\left(a_{d}-b\right)+\left(b-c_{d}\right)=a_{d}-c_{d}=d$, and therefore we can determine $d$ and hence $a_{d}$ and $c_{d}$ from $(u, v)$. And we also determine $b$ as $b=a_{d}-u$.

Our first goal in this section is to show that $A+A$ is "not much larger than" $A$ (that is, $|A+A|$ is no more than some constant times $|A|)$ if and only if $A-A$ is not much larger than $A$. We do this by combining Ruzsa's lemma with the following lemma due to Lev.
Lemma. (Lev) For any sets $A, B$ and $x \in G$ we have $r_{A+B}(x)|A+B| \leq|A-B|^{2}$.
Proof. We will define a map $\phi:\{(a, b, c) \in A \times B \times(A+B): a+b=x\} \rightarrow(A-B) \times(A-B)$, and prove that it is an injection, which implies the result. Give $c=A+B$ select a unique pair $a_{c} \in A, b_{c} \in B$ for which $c=a_{c}+b_{c}$. Then $\phi(a, b, c)=\left(a-b_{c}, b-a_{c}\right)$ for each $a \in A, b \in B$ with $a+b=x$ and $c \in A+B$. Suppose that $(u, v) \in \operatorname{Image}(\phi)$. If $\phi(a, b, c)=(u, v)$ then $x-u-v=x-\left(a-b_{c}\right)-\left(b-a_{c}\right)=(x-a-b)+\left(a_{c}+b_{c}\right)=c$, so that we can determine $c$ and hence $a_{c}$ and $b_{c}$ from $(u, v)$. Finally we can determine $a=u+b_{c}$ and $b=v+a_{c}$.
Corollary. For any set $A$ we have

$$
\left(\frac{|A+A|}{|A|}\right)^{1 / 3} \leq \frac{|A-A|}{|A|} \leq\left(\frac{|A+A|}{|A|}\right)^{2}
$$

Proof. We get the second inequality by taking $B=-A$ and $C=A$ in Ruzsa's lemma.
Combining (6.2) (with $B$ replaced by $-B$ ) and (6.1) we have

$$
\begin{aligned}
(|A||B|)^{2} & \leq|A-B| \cdot \sum_{n \in A-B} r_{A-B}(n)^{2} \leq|A-B| \cdot \sum_{m \in A+B} r_{A+B}(m)^{2} \\
& \leq|A-B| \max _{x} r_{A+B}(x) \cdot \sum_{m \in A+B} r_{A+B}(m)=|A-B||A||B| \max _{x} r_{A+B}(x)
\end{aligned}
$$

[^2]We divide through by $|A||B|$, multiply through by $|A+B|$, and use Lev's lemma to obtain

$$
|A||B||A+B| \leq|A-B||A+B| \max _{x} r_{A+B}(x) \leq|A-B|^{3}
$$

The first inequality follows by taking $B=A$.
Exercise: Use the last displayed equation to obtain $d(A,-B) \leq 3 d(A, B)$.
Corollary. For any set $A$ and any integers $m, n \geq 0$ with $m+n \geq 1$ we have

$$
\frac{|m A-n A|}{|A|} \leq\left(\frac{|2 A|}{|A|} \cdot \frac{|3 A|}{|A|}\right)^{m+n-1}
$$

Proof. Suppose that $r, s \geq 0$ are given integers. Writing $(r+s) A=r A-(-s A)$ we have $|(r+s) A||-A| \leq|(r+1) A||s A-A|$, as well as $|r A-s A||-A| \leq|(r+1) A||(s+1) A|$ from (6.0). Exercise: Deduce that

$$
\frac{|(r+s) A|}{|A|} \leq \frac{|(r+1) A|}{|A|} \frac{|(s+1) A|}{|A|} \frac{|2 A|}{|A|} ;
$$

and then, from a simple induction hypothesis, that

$$
\frac{|n A|}{|A|} \leq\left(\frac{|3 A|}{|A|}\right)^{n-2}\left(\frac{|2 A|}{|A|}\right)^{n-3} \quad \text { for all } n \geq 3
$$

Deduce similar bounds for $|r A-s A| /|A|$ when $r, s \geq 2$, and then prove our result for all $m, n \geq 0$.
Since $|2 A| \leq|3 A|$ we deduce that if $3 A$ is not much larger than $A$, then any given difference of multiples of $A$ is not much larger than $A$. This hints at the structure given by the Freiman-Ruzsa Theorem. It would be preferable to prove this result in terms of the ratio $\frac{|2 A|}{|A|}$ only. To do this we move onto the next type of technique, which is to not only look at the set of all sums $A+B$ but also at a well-chosen subset.

Covering Lemmas. The idea will be to cover $B$ by translates of $A-A$, for any given sets $A, B$. The size of $X$ will be bounded by the growth when we add $B$ to $A$.
Lemma. (Ruzsa) $B \subset A-A+X$ for some $X \subset B$ with $|X| \leq|A+B| /|A|$.
Proof. Choose $X \subset B$ maximal so that $\{A+x: x \in X\}$ are disjoint. Their union contains exactly $|A||X|$ elements, all inside $A+B$, and thus the bound on $|X|$. Now, if $b \in B$ then $A+b$ intersects $A+x$ for some $x \in X$, and so $b \in A-A+x$.
Corollary. There exists $X \subset 2 A-A$ of size $\leq|2 A-2 A| /|A|$ such that

$$
m A-n A \subset A-A+(m-1) X-(n-1) X \text { for all } m, n \geq 1
$$

Let $\langle A\rangle$ be the subgroup generated by $A$. Then $\langle A\rangle \subset A-A+\langle X\rangle$.
Proof. Let $B=A-2 A$ in Ruzsa's covering lemma to get $2 A-A \subset A-A+X$ for $X \subset 2 A-A$ with $|X| \leq|2 A-2 A| /|A|$. But then, adding $A$ to both sides we obtain $3 A-A \subset 2 A-A+X \subset A-A+2 X$. Exercise: Show that the first result now follows by induction on $m, n \geq 1$. To obtain the second result simply take the union of both sides over all $m, n \geq 1$, and note that $k A \subset(k+1) A-A$ for all $k \geq 1$.

This allows us to prove another version of Corollary *:

Corollary 6.7. We have $\frac{|m A-n A|}{|A|} \leq \frac{|A-A|}{|A|}\left(\frac{|2 A-2 A|}{|A|}\right)^{m+n-2}$, for any $m, n \geq 1$.
Proof. We have $|m A-n A| \leq|A-A||(m-1) X||(n-1) X| \leq|A-A||X|^{m+n-2}$ from the previous Corollary, and the result follows.
Exercise: Show that $|m X|=\binom{|X|+m-1}{m} \leq(m+1)^{|X|-1}$. Deduce that if $|2 A-2 A| \leq \kappa|A|$ then there exists a constant $C_{\kappa}$ such that $\frac{|m A-n A|}{|A|} \leq C_{\kappa}(m n)^{\kappa-1}$, for any $m, n \geq 1$.
Now be a little more precise. Show that if $y \in m X-m X$ there exists a partition of $X=U \cup V$ such that $y \in r U-r V$ where $m \geq r \geq 0$. Show that the number of such $y$ is $|r U||r V| \leq(r+1)^{|X|-2}$. Deduce that $|m X-m X| \leq 2(2 m+2)^{|X|-1}$. Conclude that if $|2 A-2 A| \leq \kappa|A|$ then there exists a constant $C_{\kappa}$ such that $\frac{|m A-n A|}{|A|} \leq C_{\kappa}(m+n)^{\kappa-1}$, for any $m, n \geq 0$.

Lemma. (Green's variation) There exists $X \subset B$ with $|X| \leq 2|A+B| /|A|-1$, such that for all $b \in B$ there are $>|A| / 2$ values of $a \in A$ for which $a+b \in A+X$. Hence $B \subset A-A+X$ and $B-B \subset A-A+X-X$.

Proof. Let $X_{0}=\emptyset$. We create $X_{1}, X_{2}, \ldots$ by the following greedy algorithm: Given $X_{j}$, if there exists $b \in B$ for which $b+A$ has $\geq|A| / 2$ elements that are not already in $A+X_{j}$, that is if $\left|(b+A) \cap\left(X_{j}+A\right)\right| \leq|A| / 2$, then let $X_{j+1}=X_{j} \cup\{b\}$ and $b_{j+1}=b$; otherwise let $X=X_{j}$ and stop the algorithm.

For each $b \in X$ we have $a+b \in A+X$ for all $a \in A$, that is for $|A|$ values of $a \in A$.
If $b \notin X$ then $b+A$ has $<|A| / 2$ elements that are not in $A+X$, else we could have expanded $X$. In other words $>|A| / 2$ elements of $b+A$ also belong to $A+X$, as required.

Now $X_{j+1}+A=\left(X_{j}+A\right) \cup\left(\left(b_{j}+A\right) \backslash\left(X_{j}+A\right)\right)$ so that

$$
\left|X_{j+1}+A\right|=\left|X_{j}+A\right|+\left|b_{j}+A\right|-\left|\left(b_{j}+A\right) \cap\left(X_{j}+A\right)\right| \geq\left|X_{j}+A\right|+|A|-|A| / 2
$$

Exercise: Deduce, by an appropriate induction hypothesis, that $\left|X_{j}+A\right| \geq \frac{j+1}{2}|A|$, and so $|B+A| \geq$ $|X+A| \geq|A|(|X|+1) / 2$ as $X+A \subset B+A$. We have now established the first part of the Lemma.

That $B \subset A-A+X$ follows immediately. For each of $b, b^{\prime} \in B$ there are $>|A| / 2$ values of $a, a^{\prime} \in A$ for which $a+b, a^{\prime}+b^{\prime} \in A+X$. By the pigeonhole principle, there exists some $a^{\prime}=a$, and therefore $b-b^{\prime}=(a+b)-\left(a+b^{\prime}\right) \in(A+X)-(A+X)$.
Theorem 6.9. $|2 B-2 B| \leq|A+B|^{4}|A-A| /|A|^{4}$.
Proof. Let $z \in B-B$ so that $z=b_{1}-b_{2}$ for some $b_{1}, b_{2} \in B$. We first show that $\#\left\{\left(x, c, a_{1}\right) \in X \times(A+B) \times A: z=c-a_{1}-x\right\}>|A| / 2$. To prove this simply take the $>|A| / 2$ solutions to $b_{2}=a_{1}-a_{2}+x$ from the previous lemma and write $z=\left(a_{2}+b_{1}\right)-a_{1}-x$.

Now let $y \in 2 B-2 B$ so that $y=z-z^{\prime}$ for some $z, z^{\prime} \in B-B$. We have $\#\left\{\left(x, x^{\prime}, c, c^{\prime}, d\right) \in X^{2} \times(A+B)^{2} \times(A-A): \quad y=c-c^{\prime}-d-x+x^{\prime}\right\}>(|A| / 2)^{2}$. To see this simply take the solutions to $z=c-a_{1}-x, z^{\prime}=c^{\prime}-a_{1}^{\prime}-x^{\prime}$ from the previous paragraph and then $d=a_{1}-a_{1}^{\prime}$. These give distinct solutions, since we recover $z, z^{\prime}, c, c^{\prime}, x, x^{\prime}$ from the solutions, and then $a_{1}=c-x-z, a_{1}^{\prime}=c^{\prime}-x^{\prime}-z^{\prime}$. Summing over each $y \in 2 B-2 B$ we obtain

$$
|2 B-2 B||A|^{2}<4|X|^{2}|A+B|^{2}|A-A|<\frac{16|A+B|^{4}|A-A|}{|A|^{2}}
$$

To complete the proof we use the Cartesian product. Thus, from this last inequality we deduce that, for any $k \geq 1$, we have

$$
|2 B-2 B|^{k}=\left|2 B^{(k)}-2 B^{(k)}\right|<\frac{16\left|A^{(k)}+B^{(k)}\right|^{4}\left|A^{(k)}-A^{(k)}\right|}{\left|A^{(k)}\right|^{4}}=16\left(\frac{|A+B|^{4}|A-A|}{|A|^{4}}\right)^{k}
$$

Taking $k$ th roots and letting $k \rightarrow \infty$ we get the result (since $A$ and $B$ are fixed and finite).
Proof of Corollary 6.10. Ruzsa' lemma with $C=A$ and $B=-A$ gives that $\frac{|A-A|}{|A|} \leq$ $\left(\frac{|2 A|}{|A|}\right)^{2}$. Theorem 6.9 with $B=A$ gives $\frac{|2 A-2 A|}{|A|} \leq\left(\frac{|2 A|}{|A|}\right)^{4} \frac{|A-A|}{|A|}$. Inserting these into Corollary 6.7 yields our result.
Lemma 6.6. There exists $S \subset A+B$ such that $\#\{a \in A, b \in B: a+b \in S\} \geq|A||B| / 2$ with $|S| \geq \max \{|A|,|B|\} / 2$ and for which $|A+B+n S| \leq 2^{n}|A+B|^{2 n+1} /|A|^{n}|B|^{n}$ for all $n \geq 0$.
Proof. Let $S=\left\{s: r_{A+B}(s) \geq|A||B| / 2|A+B|\right\}$ and prove the first two assertions. For any $c \in A+B+n S$ there exists $a_{0} \in A, b_{n+1} \in B$ and $s_{1}, \ldots, s_{n} \in S$ such that $c=$ $a_{0}+b_{n+1}+s_{1}+\cdots+s_{n}$. Now for any given $s_{j}$ there exists at least $|A||B| / 2|A+B|$ solutions to $a_{j}+b_{j}=s_{j}$ and thus at least $(|A||B| / 2|A+B|)^{n}$ sets $a_{1}, \ldots, a_{n} \in A, b_{1}, \ldots, b_{n} \in B$ with $a_{1}+b_{1}=s_{1}, \ldots, a_{n}+b_{n}=s_{n}$. Each such solution leads to an element $\left(t_{1}, \ldots, t_{n+1}\right) \in$ $(A+B)^{n+1}$ defined by $t_{i}=a_{i-1}+b_{i}$ : we claim that these are distinct since we can recover $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n}$ given $a_{0}, b_{n+1}, s_{1}, \ldots, s_{n}, t_{1}, \ldots, t_{n+1}$. Therefore $(|A||B| / 2|A+B|)^{n} \mid A+B+$ $n S\left|\leq|A+B|^{n+1}\right.$ and the result follows.

A discussion of Plünnecke's Theorem. Let $A$ and $B$ be sets of elements. Plünnecke considered a class of graphs modeled on the graph with $i$ th vertex set $V_{i}:=A+i B, i=$ $0,1,2, \ldots$, where the only edges are directed edges between $V_{i}$ and $V_{i+1}$ for some $i \geq 0$, and there is an edge from $u \in V_{i}$ to $v \in V_{i+1}$ if and only if there exists $b \in B$ for which $u+b=v$. We define the $i$ th magnification ratio to be

$$
D_{i}:=\min _{\substack{X \subset A \\ X \neq \emptyset}} \frac{\left|\Gamma_{i}(X)\right|}{|X|}
$$

where $\Gamma_{i}(X)$ is the set of vertices in $V_{i}$ that are at the end of a directed path starting in $X$; in our case $\Gamma_{i}(X)=X+i B$. Plünnecke proved the remarkable result that

$$
D_{1} \geq D_{2}^{1 / 2} \geq D_{3}^{1 / 3} \geq \ldots \geq D_{n}^{1 / n} \geq \ldots
$$

We deduce
Proposition. (Plünnecke) If $|A+h B| \leq C^{h}|A|$ then, for any given $k \geq h$, there exists a non-empty $X \subset A$ such that $|X+k B| \leq C^{k}|X|$.
Proof. By the above we know there exists a non-empty $X \subset A$ such that

$$
\frac{|X+k B|}{|X|}=D_{k} \leq D_{h}^{k / h} \leq\left(\frac{|A+h B|}{|A|}\right)^{k / h} \leq C^{k}
$$

Corollary. If $|A+B| \leq C|A|$ then $|k B-\ell B| \leq C^{k+\ell}|A|$ for all $k, \ell \geq 0$.
Proof. When $\ell=0$ take $h=1$ in the Proposition, so that $|k B| \leq|X+k B| \leq C^{k}|X| \leq$ $C^{k}|A|$.

Otherwise suppose $k \geq \ell \geq 1$. Apply the Proposition with $h=1, k=\ell$ to obtain that there exists a non-empty $X \subset A$ such that $|X+\ell B| \leq C^{\ell}|X|$. Now apply the Proposition with $h=\ell$ to obtain that there exists a non-empty $Y \subset X$ such that $|Y+k B| \leq C^{k}|Y|$. Finally we apply Ruzsa's lemma to obtain $|k B-\ell B||-Y| \leq|Y+k B||Y+\ell B| \leq C^{k+\ell}|Y|^{2}$, and the result follows as $Y \subset A$.

## The Hales-Jewett Theorem

In 1927 van der Waerden [20] answered a conjecture of Schur, by showing that if the natural numbers are partitioned into two sets then one set must contain arbitrarily long arithmetic progressions. One can ask to generalize this to $r$ sets, and ask for explicit bounds: That is, for given positive integers $k, r$ determine the least integer $W=W(k, r)$ such that no matter how the integers in $\{1,2, \ldots, W\}$ are partitioned (or "coloured"), there is always a partition containing a $k$-term arithmetic progression (that is, there is always "a monochromatic $k$-term arithmetic progression").

## Examples and Discussion needed

The Hales-Jewett Theorem [8] provides a beautiful, highly combinatorial, way to prove this result; it can be thought of as a generalization of van der Waerden's problem. For given positive integers $k, r$ we wish to find the least integer $d=d(k, r)$ such that if the elements of $\{1,2, \ldots, k\}^{d}$ are $r$-colored then it contains a monochromatic line: For a given nonempty $S \subset\{1,2, \ldots, k\}$ a line is a set of points of the form $L=\left\{\mathbf{x}_{0}+t \mathbf{y}_{S}: t=1,2, \ldots k\right\}$ where $\left(\mathbf{y}_{S}\right)_{i}=1$ if $i \in S$ and $\left(\mathbf{y}_{S}\right)_{i}=0$ if $i \notin S$, and $\left(\mathbf{x}_{0}\right)_{i}=0$ if $i \in S$. The Hales-Jewett Theorem asserts that $d(k, r)$ exists for all $k, r \geq 1$.

Show that $W(k, r) \leq k^{d(k, r)}$ by representing the integers up to $k^{d(k, r)}$ in base $k$, and then representing each such number by points in $\{1,2, \ldots, k\}^{d(k, r)}$.

Shelah [14] recently gave a delightfully ingenious proof that $d(k, r)$ exists: We prove the result by induction on $k$. It is clear that $d(1, r)=1$ for all $r$, so now suppose that $k \geq 2$ and we have a value for $d(k-1, s)$ for all $s \geq 1$. Take $M=d(k-1, r)$ and define $N_{1}=r^{(k-1)^{M-1}}$ and $N_{i}=r^{(k-1)^{M-i} k^{N_{1}+\cdots+N_{i-1}}}$ for $i=2,3, \ldots, r$. We will prove that $d(k, r) \leq N:=N_{1}+N_{2}+\cdots+N_{M}$.

An $r$-colouring $\kappa$ of $\{1,2, \ldots, k\}^{N}$ is a function $\kappa:\{1,2, \ldots, k\}^{N} \rightarrow\{1, \ldots, r\}$. Our plan is to construct lines $L_{1}, \ldots, L_{M}$ with each $L_{j}\left(=\mathbf{x}_{j}+t_{j} \mathbf{y}_{j}\right) \subset\{1,2, \ldots, k\}^{N_{j}}$, so that $\kappa\left(\mathbf{x}_{1}+t_{1} \mathbf{y}_{1}, \mathbf{x}_{2}+t_{2} \mathbf{y}_{2}, \ldots, \mathbf{x}_{M}+t_{M} \mathbf{y}_{M}\right)$ does not change value for any given set of values $t_{1}, t_{2}, \ldots, t_{i-1}, t_{i+1}, \ldots, t_{M}$ as $t_{i}$ changes from $k-1$ to $k$. Now define a colouring of $\{1, \ldots, k-1\}^{M}$, so that the colour of $\kappa^{*}\left(t_{1}, \ldots, t_{M}\right)=\kappa\left(\mathbf{x}_{1}+t_{1} \mathbf{y}_{1}, \ldots, \mathbf{x}_{M}+t_{M} \mathbf{y}_{M}\right)$; we know that there exists a monochromatic line $\left\{\mathbf{z}_{0}+t \mathbf{w}_{U}: t=1,2, \ldots k-1\right\} \subset$ $\{1, \ldots, k-1\}^{M}$ corresponding to some $U \subset\{1, \ldots, k-1\}$ by the definition of $M$. Define $S \subset\{1, \ldots, N\}$ to be the union of the subsets $S_{j}$, corresponding to the 1 s in the vector $\mathbf{y}_{j}$, for each $j \in U$, yielding a monochromatic line $\left\{\mathbf{x}_{0}+t \mathbf{y}_{S}: t=1,2, \ldots k-1\right\} \subset$ $\left(L_{1}, \ldots, L_{M}\right) \subset\{1, \ldots, k-1\}^{N}$. By the construction of our lines $L_{1}, \ldots, L_{M}$, this implies the result.

We need to construct the lines $L_{M}, L_{M-1}, \ldots, L_{1}$ which we do in this order. In fact for, $J=M, M-1, \ldots, 1$ we assume that $L_{i}=\left\{\mathbf{x}_{i}+t_{i} \mathbf{y}_{i}: t_{i}=1,2, \ldots, k\right\}$ is given for each $J<i \leq M$ with the property that $\kappa\left(x, \mathbf{x}_{J+1}+t_{J+1} \mathbf{y}_{J+1}, \ldots, \mathbf{x}_{M}+t_{M} \mathbf{y}_{M}\right)$ is fixed as any $t_{j}$ changes from $k-1$ to $k$, for any given $x \in\{1,2, \ldots, k\}^{N_{1}+N_{2}+\cdots+N_{J}}$ and $j, J<j \leq M$.

For each $x_{J} \in\{1,2, \ldots, k\}^{N_{J}}$ we define a colouring $\kappa_{x_{J}}$ on $\{1,2, \ldots, k\}^{N_{1}+N_{2}+\cdots+N_{J-1}} \times$ $L_{J+1} \times \cdots \times L_{M}$ by $\kappa_{x_{J}}\left(y, l_{J+1}, \ldots, l_{M}\right)=\kappa\left(y, x_{J}, l_{J+1}, \ldots, l_{M}\right)$. Given that the value of $\kappa$ does not change as the $t_{j}$ change from $k-1$ to $k$, the number of vectors $\left(y, l_{J+1}, \ldots, l_{M}\right)$ with possibly independently chosen colourings is $\leq k^{N_{1}+N_{2}+\cdots+N_{J-1}}(k-1)^{M-J}$ and so the number of possibly different $r$-colourings is $\leq N_{J}$. There are $N_{J}+1$ elements in $\{1,2, \ldots, k\}^{N_{J}}$ consisting of $(k-1)$ s followed by $k \mathrm{~s}$ and so, by the pigeonhole principle, two must have the same colouring. Let us suppose that these have exactly $g$ and $h(k-1)$ s,
respectively, where $g<h$. Then we define the line $L_{J}=\left\{\mathbf{x}_{J}+t_{J} \mathbf{y}_{J}: t_{J}=1,2, \ldots, k\right\}$, by taking $S_{J}=\{g+1, g+2, \ldots, h\}$ with $\left(x_{J}\right)_{i}=k-1$ for $1 \leq i \leq g$ and $\left(x_{J}\right)_{i}=k$ for $h+1 \leq i \leq k$. From this construction it is clear that $L_{J}$ has the required properties and the result follows.

This proof was a breakthrough in that it was the first to give primitive recursive bounds on the van der Waerden numbers, $W(k, r)$. The reader should deduce bounds, themselves, from the above proof; the necessary information is in the first paragraph of the proof.

Define $n_{k}(N)$ to be the smallest integer $n$ such that every subset of $\{1, \ldots, N\}$ of size $n$ contains a $k$-term arithmetic progression. If one can get a good enough bound on $n_{k}(N)$ then this would obviously imply good bounds on $W(k, r)$.

## Discrete Fourier transforms, I

Let $n \in \mathbb{N}$ and $f: \mathbb{Z} / N \mathbb{Z} \rightarrow \mathbb{C}$. The (discrete) Fourier transform $\hat{f}$ of $f$ is defined by

$$
\hat{f}(r)=\sum_{s=0}^{N-1} f(s) e\left(\frac{r s}{N}\right)
$$

where $e(t)=\exp (2 i \pi t)$. This has inverse

$$
f(s)=\frac{1}{N} \sum_{r=0}^{N-1} \hat{f}(r) e\left(\frac{-r s}{N}\right)
$$

(Verify). The reader should verify that

$$
\sum_{r} \hat{f}(r) \overline{\hat{g}}(r)=N \sum_{r} f(r) \bar{g}(r)
$$

which in the special case $f=g$ gives Parseval's identity: $\sum_{r}|\hat{f}(r)|^{2}=N \sum_{r}|f(r)|^{2}$.
The convolution $f * g$ of $f$ and $g$ is defined by

$$
(f * g)(r)=\sum_{t-u=r} f(t) \overline{g(u)}
$$

and the reader should verify that $\widehat{(f * g)}=\hat{f} \overline{\hat{g}}$ as well as

$$
N \sum_{r}|(f * g)(r)|^{2}=\sum_{r}|\hat{f}(r)|^{2}|\hat{g}(r)|^{2}
$$

Taking $g=f$ we obtain $\sum_{r}|\hat{f}(r)|^{4}=N \sum_{a+b=c+d} f(a) f(b) \overline{f(c) f(d)}$.
In an abuse of notation we let $A($.$) be the characteristic function of the set A$, that is $A(n)=1$ if $n \in A$, and $A(n)=1$ otherwise. We have used $A(x)$ to mean $\#\{a \in$ $A: 1 \leq a \leq x\}$ above - we can only hope the reader does not get confused but reckons which definition we are using depending on context. Note that $\hat{A}(m)=\sum_{a \in A} e(a m / N)$. When considering sumsets, like $A+B$, we define $r_{A+B}(n)=\#\{a \in A, b \in B: a+b=n\}$. Discrete Fourier transforms fit naturally in this context, for example $(A * B)(n)=r_{A-B}(n)$ so that, as one can verify,

$$
\frac{1}{N} \sum_{n}|\hat{A}(n)|^{2}|\hat{B}(n)|^{2}=\sum_{n}|(A * B)(n)|^{2}=E(A, B)
$$

(see (6.1)). One also has that $\hat{A}(m) \hat{B}(m)=\sum_{n} r_{A+B}(n) e(m n / N)$ and this can be inverted to give $r_{A+B}(n)=(1 / N) \sum_{m} \hat{A}(m) \hat{B}(m) e(-m n / N)$. A particular case of this is
 In fact $r_{A-A}(n)=(1 / N) \sum_{m}|\hat{A}(m)|^{2} \cos (2 \pi m n / N)$ since $\hat{A}(-m)=\hat{A}(m)$.

Discrete Fourier transforms have traditionally appeared in understanding how well sets are distributed: Let $(t)_{N}$ denote the least non-negative residue of $t(\bmod N)$. We say that a set $A$ is uniformly distributed $(\bmod N)$ if $\#\left\{a \in A: \alpha N<(m a)_{N} \leq \beta N\right\} \sim(\beta-\alpha)|A|$ for any $m \not \equiv 0(\bmod N)$. This definition involves an asymptotic estimate " $\sim$ ", something we will see a lot more of. This " $\sim$ " could be replaced by $\{1+g(N)\}$ where $g($.$) is some$ function for which $g(N) \rightarrow 0$ as $N \rightarrow \infty$.

This natural notion of uniform distribution fits in well with Fourier transforms:

The equidistribution theorem. A is uniformly distributed $(\bmod N)$ if and only if $\hat{A}(m)=o(|A|)$ for all $m \not \equiv 0(\bmod N)$.

Our equidistribution theorem is the natural analogy to Weyl's famous equidistribution theorem for sequences of reals: Let $\{t\}$ be the fractional part of $t$ (so, for example, $\left.\{m a / N\}=(m a)_{N} / N\right)$, and suppose that $a_{1}, a_{2}, \ldots$ is a given (and ordered) sequence of real numbers. Then Weyl showed that the $a_{j}$ are uniformly distributed mod one, that is $\#\left\{n \leq N: \alpha<\left\{a_{n}\right\} \leq \beta\right\} \sim(\alpha-\beta) N$ as $N \rightarrow \infty$, if and only if for each integer $m$, we have $\sum_{n \leq N} e\left(m a_{n}\right)=o(N)$ as $N \rightarrow \infty$.
Show that if $a_{1}, a_{2}, \ldots$ is uniformly distributed mod one, then so is $k a_{1}, k a_{2}, \ldots$ for any integer $k \geq 1$.
The notion of uniform distribution surprisingly is related to the question: Do there exist solutions to $a+b=c$ with $a \in A, b \in B, c \in C$, three sets of residues $(\bmod N)$ ?

Proposition 3.1. If $A$ is uniformly distributed $(\bmod N)$ with $|A| \gg N$, and $B, C$ are any other two sets $\bmod N$ of size $\gg N$, then for any integers $i, j, k$ coprime with $N$, and for any integer $m$ we have that

$$
\#\{a \in A, b \in B, c \in C: i a+j b+k c \equiv m \quad(\bmod N)\} \sim|A||B \| C| / N
$$

Proof. We count the above set as

$$
\sum_{\substack{a \in A, b \in B \\ c \in C}} \frac{1}{N} \sum_{r} e\left(\frac{r(i a+j b+k c-m)}{N}\right)=\frac{1}{N} \sum_{r} e\left(\frac{-r m}{N}\right) \hat{A}(i r) \hat{B}(j r) \hat{C}(k r) .
$$

The $r=0$ term gives $|A||B \| C| / N$. We regard the remaining terms as error terms, and bound them by their absolute values, giving a contribution

$$
\begin{aligned}
& \leq \frac{1}{N} \max _{s \neq 0}|\hat{A}(s)| \sum_{r}|\hat{B}(j r)||\hat{C}(k r)| \leq \frac{1}{N} \max _{s \neq 0}|\hat{A}(s)|\left(\sum_{t}|\hat{B}(t)|^{2}\right)^{1 / 2}\left(\sum_{u}|\hat{C}(u)|^{2}\right)^{1 / 2} \\
& =\frac{1}{N} \max _{s \neq 0}|\hat{A}(s)|(N|B| N|C|)^{1 / 2}=(|B||C|)^{1 / 2} \max _{s \neq 0}|\hat{A}(s)| \leq N \max _{s \neq 0}|\hat{A}(s)|
\end{aligned}
$$

using the Cauchy-Schwarz inequality. The result follows from the fact that $\hat{A}(m)=o(|A|)$ for all $m \not \equiv 0(\bmod N)$ since this implies that $N \max _{s \neq 0}|\hat{A}(s)|=o(|A||B||C| / N)$.

We are interested in whether there are necessarily three elements of $A$ in arithmetic progression; in fact we will examine solutions to $a+b=2 b^{\prime}$ with $a \in A, b, b^{\prime} \in B \subset A$ other than $a=b=b^{\prime}$. In other words we want $\#\left\{a \in A, b, b^{\prime} \in B: a+b \equiv 2 b^{\prime}\right.$ $(\bmod N)\}>|B|$. The above proof gives that $\#\left\{a \in A, b, b^{\prime} \in B: a+b \equiv 2 b^{\prime}(\bmod N)\right\} \geq$ $|A||B|^{2} / N-|B| \max _{s \neq 0}|\hat{A}(s)|$ which is $>|B|$ provided $\max _{s \neq 0}|\hat{A}(s)|<|A||B| / N-1$.

Proof of the equidistribution theorem. Suppose that $\#\left\{a \in A: \alpha N<(m a)_{N} \leq \beta N\right\} \sim$ $(\beta-\alpha)|A|$ for any $m \not \equiv 0(\bmod N)$, for any $0 \leq \alpha<\beta \leq 1$. In particular if $\alpha N<$
$(m a)_{N} \leq \beta N$ then $e(m a / N)=e(\alpha)+O(|\beta-\alpha|)$, so subdividing $(0, N]$ into intervals $I_{j}:=(j N / k,(j+1) N / k]$ for fixed large $k$, we find that

$$
\hat{A}(m)=\sum_{j=0}^{k-1} \sum_{\substack{a \in A \\(m a)_{N} \in I_{j}}} e(m a / N)=\sum_{j=0}^{k-1}\{1+o(1)\}(|A| / k)(e(j N / k)+O(1 / k)) \ll|A| / k
$$

Letting $k \rightarrow \infty$ we have that $\hat{A}(m)=o(|A|)$.
On the other hand for $J=[\delta N]$

$$
\sum_{\substack{a \in A \\ 1 \leq(m a)_{N} \leq J}} 1=\sum_{j=1}^{J} \sum_{a \in A} \frac{1}{N} \sum_{r} e\left(r\left(\frac{m a-j}{N}\right)\right)=\frac{J}{N}|A|+\frac{1}{N} \sum_{r \neq 0} \hat{A}(r m) \sum_{j=1}^{J} e\left(\frac{-r j}{N}\right) .
$$

If $r$ runs through the non-zero integers in $(-N / 2, N / 2]$ then $\left|\sum_{j=1}^{J} e\left(\frac{-r j}{N}\right)\right| \ll N /|r|$. Thus the second term here is

$$
\begin{aligned}
& \ll \sum_{r \neq 0} \frac{|\hat{A}(r m)|}{r} \leq \sum_{0 \leq|r| \leq R} \frac{|\hat{A}(r m)|}{r}+\sum_{R<|r| \leq N / 2} \frac{|\hat{A}(r m)|}{r} \\
& \leq(\log R) \max _{s \neq 0}|\hat{A}(s)|+\left(\sum_{r}|\hat{A}(r m)|^{2}\right)^{1 / 2}\left(\sum_{R<|r|} 1 / r^{2}\right)^{1 / 2} \\
& \leq(\log R) \max _{s \neq 0}|\hat{A}(s)|+(|A| N / R)^{1 / 2}=o(N)
\end{aligned}
$$

if we let $R \rightarrow \infty$ slowly enough. The result follows.
Try to develop an analogous proof of Weyl's theorem; or a proof of Weyl's theorem as a corollary to our equidistribution theorem.

In what follows we will be interested in determining how big $\#\{a \in A: \alpha N<$ $\left.(m a)_{N} \leq \beta N\right\}$ can get when $|\hat{A}(r)|>c N$.

We have seen direct connections between how well a set is distributed and the size of its Fourier transforms. In the context of set addition we are interested in when $A+B$ is small, and/or perhaps when $r_{A+B}(n)$ is large for some $n$. We now see that $r_{A-A}(n)$ is very large if and only if the weight of the Fourier transform is concentrated on the $\hat{A}(m)$ with $(m n)_{N}$ small:
Proposition 3.2a. Let $\eta>0$ be small. Suppose that $A \subset \mathbb{Z} / N \mathbb{Z}$. If $r_{A-A}(n)>(1-\eta)|A|$ then

$$
\sum_{m:\left|(m n)_{N} / N\right| \leq \eta^{1 / 3}}|\hat{A}(m)|^{2} \geq\left(1-O\left(\eta^{1 / 3}\right)\right) \sum_{m}|\hat{A}(m)|^{2}
$$

On the other hand if

$$
\sum_{m:\left|(m n)_{N} / N\right| \leq \epsilon}|\hat{A}(m)|^{2} \geq(1-\delta) \sum_{m}|\hat{A}(m)|^{2}
$$

then $r_{A-A}(n) \geq\left(1-\delta-O\left(\epsilon^{2}\right)\right)|A|$.
Proof. We remark that $\sum_{m}|\hat{A}(m)|^{2}=N|A|$. Since $\cos t$ is decreasing for $0 \leq|t| \leq \pi$ we know that $\cos (2 \pi m n / N)<\cos (2 \pi \theta)$ if $\left|(m n)_{N} / N\right|>\theta$ and so, using the formula above, $(1-\eta)|A| N<N r_{A-A}(n)$ which is

$$
\begin{aligned}
& =\sum_{m}|\hat{A}(m)|^{2} \cos (2 \pi m n / N) \leq \sum_{m:\left|(m n)_{N} / N\right|>\theta}|\hat{A}(m)|^{2} \cos (2 \pi \theta)+\sum_{m:\left|(m n)_{N} / N\right| \leq \theta}|\hat{A}(m)|^{2} \\
& =|A| N-(1-\cos (2 \pi \theta)) \sum_{m:\left|(m n)_{N} / N\right|>\theta}|\hat{A}(m)|^{2} .
\end{aligned}
$$

Now selecting $\theta=\eta^{1 / 3}$, we deduce that $\sum_{m:\left|(m n)_{N} / N\right|>\eta^{1 / 3}}|\hat{A}(m)|^{2} \ll \eta^{1 / 3} N|A|$.
In the other direction

$$
\begin{aligned}
N r_{A-A}(n) & =\sum_{m}|\hat{A}(m)|^{2} \cos (2 \pi m n / N) \geq \sum_{m:\left|(m n)_{N} / N\right| \leq \epsilon}|\hat{A}(m)|^{2} \cos (2 \pi \epsilon) \\
& \geq \cos (2 \pi \epsilon)(1-\delta) \sum_{m}|\hat{A}(m)|^{2}=\cos (2 \pi \epsilon)(1-\delta)|A| N .
\end{aligned}
$$

As a counterpart to this theorem we have the uncertainty principle, which tells us that a function's support and the support of its Fourier transform cannot both be small. More precisely we now show that if $A$ has no elements in a long segment then $\hat{A}$ is concentrated near to 0 .

Proposition 3.2b. Suppose that $A \subset \mathbb{Z} / N \mathbb{Z}$ has no elements in the interval $(x-L, x+L)$. Then there exists $m, 0<m<(N / L)^{2}$ such that $|\hat{A}(m)| \geq(L / 2 N)|A|$.
Proof. We can assume wlog that $x=0$ since $\hat{A-x}(m)=e(m x / N) \hat{A}(m)$. Let $I$ be the interval $[0, L)$ and note that $(I-I) \cap A=\emptyset$, so $\sum_{r}|\hat{I}(r)|^{2} \hat{A}(r)=0$. Therefore

$$
\begin{aligned}
L^{2}|A| & =|\hat{I}(0)|^{2} \hat{A}(0) \leq \sum_{r \neq 0}|\hat{I}(r)|^{2}|\hat{A}(r)| \\
& \leq \max _{0 \leq|r| \leq R}|\hat{A}(r)| \sum_{r}|\hat{I}(r)|^{2}+|A| \sum_{R<|r| \leq N / 2}|\hat{I}(r)|^{2} \\
& \leq N L \max _{0 \leq|r| \leq R}|\hat{A}(r)|+|A| N^{2} / 2 R
\end{aligned}
$$

since $\hat{I}(r) \leq 1 /|\sin (\pi r / N)| \leq N / 2|r|$ for $|r| \leq N / 2$. Taking $R=(N / L)^{2}$ the result follows.
The equidistribution theorem gives that if $|\hat{A}(m)|>c|A|$ then $A$ is not uniformly distributed $\bmod N$. We seek a more explicit result than this:

Proposition 3.3. Suppose $A \subset\{1, \ldots, N\}$. For any $m \neq 0$ there exists $\ell>|\hat{A}(m)| / 6 \pi$ and a value $x$ such that $\#\left\{a \in A: x<(a m)_{N} \leq x+\ell\right\} \geq(1+|\hat{A}(m)| / 4|A|)(|A| / N)$. If $(m, N)=1$ and $|\hat{A}(m)|>C N / \log N$ for a large constant $C>0$ then there exist integers
$b$ and $r$ and length $J \gg \sqrt{N} / \log N$ such that $\#\{a \in A: a=b+j r, 0 \leq j<J\} \geq$ $(1+|\hat{A}(m)| / 4|A|)(|A| / N) J$.
Proof. Define $\delta=|A| / N$. Let

$$
\Delta(n):=A(n)-\delta= \begin{cases}1-\delta & \text { if } n \in A \\ -\delta & \text { otherwise }\end{cases}
$$

so that $\hat{\Delta}(r)-\hat{A}(r)=-\delta \sum_{n} e(-r n / N)=0$ if $r \neq 0$. Fix $J$ large and let $I_{j}:=\{n:$ $\left.(j-1) N / J<(m n)_{N}<j N / J\right\}$ for $j=1,2, \ldots, J$. We observe that

$$
\left|\sum_{n \in I_{j}} \Delta(n) e(m n / N)-e(j / J) \sum_{n \in I_{j}} \Delta(n)\right| \leq \sum_{n \in I_{j}}|\Delta(n)||1-e(1 / J)| \leq 2\left|I_{J}\right| \sin (\pi / J),
$$

so that

$$
\left|\hat{\Delta}(m)-\sum_{j=1}^{J} e(j N / J) \sum_{n \in I_{j}} \Delta(n)\right| \leq 2 N \sin (\pi / J)
$$

and, of course, $\sum_{j=1}^{J} \sum_{n \in I_{j}} \Delta(n)=0$. An easy consequence is that

$$
\begin{aligned}
|\hat{A}(m)| & =|\hat{\Delta}(m)| \leq \sum_{j=1}^{J}\left\{\sum_{n \in I_{j}} \Delta(n)+\left|\sum_{n \in I_{j}} \Delta(n)\right|\right\}+2 N \sin (\pi / J) \\
& \leq 2 J \max _{j} \sum_{n \in I_{j}} \Delta(n)+2 N \sin (\pi / J)
\end{aligned}
$$

Taking $J=[5 \pi N /|\hat{A}(m)|]$ we deduce that $\max _{j} \sum_{n \in I_{j}} \Delta(n) \geq|\hat{A}(m)| / 4 J$, and the first part of the result follows.

There exist integers $r \neq 0, s$ with $0 \leq|r|, s<\sqrt{N}$ such that $m r \equiv s(\bmod N)$ (hint: consider the values $i+j m(\bmod N), 0 \leq i, j \leq \sqrt{N})$. Select $1 \leq a_{i} \leq N$ so that $\left(m a_{i}\right)_{N}=x+i$ for $i=1,2, \ldots, s$, so that $m\left(a_{i}+j r\right) \equiv x+i+j s(\bmod N)$. Therefore if $0 \leq x<x+k s<N$ then
$\#\left\{a \in A: x<(a m)_{N} \leq x+k s\right\}=\bigcup_{i=1}^{s} S_{i}$ where $S_{i}:=\left\{a \in A: a=\left(a_{i}+j r\right)_{N}, 0 \leq j \leq k-1\right\} ;$
and so, selecting $k=[N / J s]$, we deduce from the above that there exists $i$ for which $\left|S_{i}\right| \geq \delta k(1+\eta|\hat{A}(m)| /|A|)$ for some fixed $\eta>1 / 4$. We may assume $r>0$ for, if not, rewrite $S_{i}$ as $\left\{a \in A: a=\left(a_{i}^{\prime}+j|r|\right)_{N}, 0 \leq j \leq k-1\right\}$ where $a_{i}^{\prime} \equiv a_{i}+(k-1) r(\bmod N)$ with $1 \leq a_{i}^{\prime} \leq N$.

Now define $j_{0}=0<j_{1}<\ldots<j_{w}=k$ with $j_{\ell}$ chosen minimal so that $\left[\left(a_{i}+j_{\ell} r\right) / N\right]=\ell$ for $1 \leq \ell \leq w-1=\left[\left(a_{i}+(k-1) r\right) / N\right]$. Note that for $b_{\ell}=\left(a_{i}+j_{\ell} r\right)_{N}$ we have

$$
\left\{a \in A: a=\left(a_{i}+j r\right)_{N}, j_{\ell} \leq j<j_{\ell+1}\right\}=\left\{a \in A: a=b_{\ell}+j r, 0 \leq j<j_{\ell+1}-j_{\ell}\right\}
$$

and that $j_{\ell+1}-j_{\ell}=N / r+O(1)$ for $1 \leq \ell \leq w-2$. If $w>1$ then let $u=0$ unless $j_{1}<\min \{N / r, k\} / \log N$ in which case we let $u=1$, and let $v=w$ unless $j_{w}-j_{w-1}<$ $\min \{N / r, k\} / \log N$ in which case we let $v=w-1$. Therefore

$$
\begin{aligned}
\sum_{\ell=u}^{v-1} \#\left\{a \in A: a=\left(a_{i}+j r\right)_{N}, j_{\ell} \leq j<j_{\ell+1}\right\} & \geq \delta k\left(1+\eta \frac{|\hat{A}(m)|}{|A|}\right)-2 \frac{\min \{N / r, k\}}{\log N} \\
& \geq \delta\left(j_{v}-j_{u}\right)\left(1+\frac{|\hat{A}(m)|}{4|A|}\right)
\end{aligned}
$$

Therefore there exists an integer $b$ and $z \geq \min \{N / r, k\} / \log N \gg \sqrt{N} / \log N$ such that $\#\{a \in A: a=b+j r, 0 \leq j<z\} \geq \delta z(1+|\hat{A}(m)| / 4|A|)$

Lemma 3.3b. Given an arithmetic progression $P$ in $\mathbb{F}_{p}$ of length $m$, there exist arithmetic progressions $P_{1}, P_{2}, \ldots, P_{k} \subset[1, p-1]$, each of length $\ell$ where $\ell \ll \sqrt{m}$, such that $P_{1}, P_{2}, \ldots, P_{k}(\bmod p)$ is a partition of $P$ less $O(\ell \sqrt{m})$ elements of $\mathbb{F}_{p}$.
Proof. Suppose that $P=\{a+i d: 1 \leq i \leq m\}$. By Lemma * we know that there exist integers $|r| \leq p / \sqrt{m}$ and $1 \leq s \leq \sqrt{m}$ such that $d \equiv r / s(\bmod p)$. Fix $h, 1 \leq h \leq s$. If $i=h+j s$ then $a+i d \equiv a+h d+j r$, so the $Q_{h}:=\left\{a_{h}+j r: 0 \leq j \leq(m-h) / s\right\}$, where $a_{h} \equiv a+h d(\bmod p)$, partition $P$.

Next we partition the $Q_{h}$ into subprogressions of length $\ell$, containing consecutive elements of $Q_{h}$, and that lie between consecutive multiples of $p$. Between two consecutive multiples of $p$ we can include all but at most $\ell-1$ elements of $Q_{h}$ in our subprogressions; and so in total we include all but $\ll \ell(m r / s p+1)$ elements of $Q_{h}$ in our subprogressions, and all but $\ll \ell s(m r / s p+1) \ll \ell \sqrt{m}$ elements of $P$ in our subprogressions. The result follows by letting the $P_{i}$ by the reductions of these subprogressions.

## 3b. Roth's Theorem.

Roth [11] showed that any set of integers of positive upper density contains arithmetic progressions of length three. This was generalized by Szemerédi [17] who showed that any set of integers of positive upper density contains arbitrarily long arithmetic progressions. His proof used ingenious combinatorial techniques, and a later proof given by Fürstenburg [6] surprisingly used methods from ergodic theory.

Szemerédi actually proved more than this: Let $n_{k}(N)$ denote the smallest integer such that any subset of $n_{k}(N)$ integers from $\{1, \ldots, N\}$ contains an arithmetic progression of length $k$. Szemerédi established that $n_{k}(N)=o(N)$ for each $k$, proving a conjecture of Erdős and Turán [4]. His proof used van der Waerden's Theorem and Szemerédi's Regularity Lemma, and so the upper bound on the order of $n_{k}(N)$ obtained can be no better than the bounds given by these theorems. However Roth's remarkable analytic proof that $n_{3}(N)=o(N)$ can be used to get an explicit upper bound, namely $n_{3}(N) \leq$ $c N / \log \log N$ for some constant $c>0$, and offers the possibility of generalization.

Roth's Theorem. There exists a constant $c>0$ such that any set of $c N / \log \log N$ integers from $\{1, \ldots, N\}$ contains an arithmetic progression of length three.

Proof. Suppose that $A \subset\{1, \ldots, N\}$ does not contain an arithmetic progression of length three. We will show that there exists a subset $A^{\prime}$ of $A$ which is a subset of an arithmetic progression, and denser than $A$. Then we create a Freiman homomorphism of order 2 between $A_{1} \subset\left\{1, \ldots, N_{1}\right\}$ and $A^{\prime}$ in each case, so that $A_{1}$ does not contain an arithmetic progression of length three. In fact we will show that $\sqrt{N} / \log N \ll N_{1} \leq N$ and if $|A|=\delta N$ then $\left|A_{1}\right| \geq(1+\delta / 20) \delta N_{1}$. Iterating this enough times we create a set $A^{*}$ of density $>2 / 3$ in the integers up to some point, so that it contains three consecutive integers. Do this explicitly and deduce the result.

To prove our claim, fix $1 / 5>\eta>0$ and let $P$ be the smallest prime $>N$ : by the prime number theorem $P=N+O\left(N / \log ^{2} N\right)$. If $\#\{a \in A: 0<a \leq P / 3\} \geq(1+\eta)|A| / 3$ then let $A_{1}=A^{\prime}=\{a \in A: 0<a \leq P / 3\}$, or if $\#\{a \in A: 2 P / 3<a \leq P\} \geq(1+\eta)|A| / 3$ then let $A^{\prime}=\{a \in A: 2 P / 3<a<P\}=P-A_{1}$. Otherwise we must have $|B| \geq(1-2 \eta)|A| / 3$ where $B=\{a \in A: P / 3<a \leq 2 P / 3\}$. Notice that if $b, c \in B$ then $0<2 c-b<N$. In this case let $i=j=1, k=-2$ and $C=B$ in the remarks following Proposition 3.1, so that there exists $m \not \equiv 0(\bmod P)$ such that $|\hat{A}(m)| \geq|A||B| / P-1$, Thus, by Proposition 3.3, if we take $A_{1}=\{j: 0 \leq j<J\}$ and $A^{\prime}=\left\{a \in A: a=b+j r, j \in A_{1}\right\}$ then $\left|A_{1}\right|=\left|A^{\prime}\right| \geq(1+|\hat{A}(m)| / 4|A|)(|A| / N) J$ where $J \gg \sqrt{N} / \log N$.

Heath-Brown [9] and Szemerédi [18] have recently improved this to $n_{3}(N) \ll N /(\log N)^{c}$, for some constant $c>0$. It is unclear what is the correct order of $n_{3}(N)$. There is a beautiful lower bound due to Behrend:

Behrend's Theorem. There exists a set of $\geq N / \exp (c \sqrt{\log N})$ integers from $\{1, \ldots, N\}$ which does not contain an arithmetic progression of length three.

Proof. The set $\left\{\left(x_{0}, \ldots, x_{n-1}\right) \in \mathbb{Z}^{n}: 0 \leq x_{i} \leq d-1\right\}$ contains $(d-1)^{n}$ elements. Moreover if $\mathbf{x}$ belongs to this set then $|\mathbf{x}|^{2}$ is a positive integer $\leq n(d-1)^{2}$. Thus there exists an integer $k$ such that the set $S=\left\{\mathbf{x}:|\mathbf{x}|^{2}=k, 0 \leq x_{i} \leq d-1\right\}$ has $\geq d^{n-2} / n$ elements.

Let $A=\left\{x_{0}+x_{1}(2 d-1)+x_{2}(2 d-1)^{2}+\cdots+x_{n-1}(2 d-1)^{n-1}: \mathbf{x} \in S\right\}$. If $a_{1}+a_{2}=2 a_{3}$ where each $a_{i}=a_{i}\left(\mathbf{x}_{i}\right)=\sum_{j} x_{i, j}(2 d-1)^{j}$ then prove by induction that $x_{1, j}+x_{2, j}=2 x_{3, j}$ for each $j \geq 0$ (hint: consider $a_{1}+a_{2} \equiv 2 a_{3}(\bmod 2 d-1)$, etc.). Therefore $\mathbf{x}_{1}+\mathbf{x}_{2}=2 \mathbf{x}_{3}$, which implies that these three points of $S$ lie on the same line: however this is impossible since a line intersects the surface of a sphere in at most two points. Thus $A$ contains no three term arithmetic progressions.

Now every element of $A$ is $\leq(d-1) \sum_{j=0}^{n-1}(2 d-1)^{j}<N:=(2 d-1)^{n} / 2$ and $|A|=$ $|S| \geq d^{n-2} / n \geq N /\left(2^{n} d^{2}\right)$. Choosing $n$ to be an even integer and $d=2^{n / 2-1}$ we obtain $N<2^{n^{2}-1}$ and $|A| \geq 4 N / 2^{2 n}$ which implies the result for arbitrarily large $N$. Prove the result for all sufficiently large $N$ using this construction.

3c. How often can $|\hat{A}(m)|$ be large?. For fixed $\rho>0$ let $R:=\{r(\bmod N):|\hat{A}(r)|>$ $\rho|A|\}$. Then

$$
|A| N=\sum_{m}|\hat{A}(m)|^{2} \geq \sum_{m \in R} \rho^{2}|A|^{2},
$$

so that $|R| \leq \rho^{-2} \alpha^{-1}$, where $\alpha:=|A| / N$; that is, it is bounded as a function of $\rho$ and $\alpha$. One can determine some structure in the set $R$ :

Theorem 3.4. Suppose that $A \subset \mathbb{Z} / N \mathbb{Z}$. The set $R:=\{r(\bmod N):|\hat{A}(r)|>\rho|A|\}$ is contained in a cube of dimension $\leq 2 \rho^{-2} \log (N /|A|)$.

Remember that a cube of dimension $k$ is a set $\bar{\Lambda}$ of the form $\left\{\epsilon_{1} \lambda_{1}+\cdots+\epsilon_{k} \lambda_{k}\right.$ : each $\left.\epsilon_{i} \in\{-1,0,1\}\right\}$, for given $\Lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}\right\}$. We say that $\Lambda$ is dissociated if $\epsilon_{1} \lambda_{1}+\cdots+\epsilon_{k} \lambda_{k}=0$ with each $\epsilon_{i} \in\{-1,0,1\}$ only for $\epsilon_{1}=\cdots=\epsilon_{k}=0$.

The proof of Theorem 3.4 involves some seemingly ad hoc analysis, which we state in the next lemma. For now write the "general" finite trigonometric polynomial as $f(x)=$ $\sum_{j} c_{j} \cos \left(2 \pi\left(\lambda_{j} x / N+\beta_{j}\right)\right)$ where each $c_{j} \in \mathbb{R}$ and $0 \leq \beta_{j}<1$. Show:

## Lemma 3.5.

(i) We have $e^{t y} \leq \cosh (t)+y \sinh (t)$ for all $t \in \mathbb{R}$ and $|y| \leq 1$.
(ii) $\cosh (u) \leq e^{u^{2}} / 2$ for any $u \in \mathbb{R}$.
(iii) With $f(x)$ as above, $\sum_{x(\bmod N)} f(x)^{2}=(N / 2) \sum_{j} c_{j}^{2}$.

We deduce
Proposition 3.6. If $\Lambda$ is dissociated then

$$
\frac{1}{N} \sum_{x} \exp (t f(x)) \leq \exp \left(\frac{1}{N} \sum_{x} t^{2} f(x)^{2}\right)
$$

Proof. Using (i) (of Lemma 3.5) the left side above is

$$
\leq \frac{1}{N} \sum_{x} \prod_{j}\left(\cosh \left(t c_{j}\right)+\cos \left(2 \pi\left(\lambda_{j} x / N+\beta_{j}\right)\right) \sinh \left(t c_{j}\right)\right)
$$

Writing each $\cos \theta$ as $\left(e^{i \theta}+e^{-i \theta}\right) / 2$ the $j$ th term in the product takes the form
$\sum_{\epsilon_{j} \in\{-1,0,1\}} c\left(j, \epsilon_{j}\right) \exp \left(\epsilon_{j} \lambda_{j} x / N\right)$ for certain constants $c\left(j, \epsilon_{j}\right)$. Multiplying this out over the $j$, then summing over $x(\bmod N)$, we see that the only terms that can have a non-zero sum are those for which $\sum_{j} \epsilon_{j} \lambda_{j}=0$ : and thus $\epsilon_{1}=\cdots=\epsilon_{k}=0$ as $\Lambda$ is dissociated. This term is easily obtained from the above product as

$$
\frac{1}{N} \sum_{x} \prod_{j} \cosh \left(t c_{j}\right)=\prod_{j} \cosh \left(t c_{j}\right) \leq \exp \left(\frac{t^{2}}{2} \sum_{j} c_{j}^{2}\right)=\exp \left(\frac{t^{2}}{N} \sum_{x} f(x)^{2}\right)
$$

using Lemma 3.5 (ii) and (iii).
With this preparation we can prove
Proposition 3.7. Suppose that $A \subset \mathbb{Z} / N \mathbb{Z}$. Any dissociated subset of $R:=\{r(\bmod N)$ : $|\hat{A}(r)|>\rho|A|\}$ has size $\leq 2 \rho^{-2} \log (N /|A|)$.

Deduction of Theorem 3.4. Let $\Lambda$ be a maximal dissociated subset of $R$. Then any $r \in R$ can be written in the form $r=\sum_{i} \epsilon_{i} \lambda_{i}$ so that $R \subset \Lambda$.
Proof of Proposition 3.7. If $\Lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}\right\}$ is a dissociated subset of $R$, let $f(x)=$ $\operatorname{Re}\left(\sum_{j} \hat{A}\left(\lambda_{j}\right) e\left(\lambda_{j} x / N\right)\right)$, which we can rewrite as $f(x)=\sum_{j} c_{j} \cos \left(2 \pi\left(\lambda_{j} x / N+\beta_{j}\right)\right)$ where $c_{j}=\left|\hat{A}\left(\lambda_{j}\right)\right|$ and $\beta_{j}$ is chosen appropriately. Note also that $\hat{f}(r)=N \hat{A}(r) / 2$ if $r \in \Lambda \cup-\Lambda$, and $\hat{f}(r)=0$ otherwise, so that

$$
\sum_{x} f(x) A(x)=\frac{1}{N} \sum_{r} \hat{f}(r) \overline{\hat{A}(r)}=\frac{2}{N^{2}} \sum_{r}|\hat{f}(r)|^{2}=\frac{2}{N} \sum_{x}|f(x)|^{2}
$$

Therefore, for any $t$ we have, using the arithmetic-geometric mean inequality and then Proposition 3.6,

$$
\begin{aligned}
\exp \left(\frac{2 t}{N|A|} \sum_{x}|f(x)|^{2}\right) & =\exp \left(\frac{t}{|A|} \sum_{x \in A} f(x)\right) \\
& \leq \frac{1}{|A|} \sum_{x \in A} \exp (t f(x)) \leq \frac{N}{|A|} \exp \left(\frac{t^{2}}{N} \sum_{x} f(x)^{2}\right)
\end{aligned}
$$

Taking $t=1 /|A|$ we deduce that $\sum_{x} f(x)^{2} \leq N|A|^{2} \log (N /|A|)$. On the other hand, by Lemma $3.5($ iii $),(2 / N) \sum_{x} f(x)^{2}=\sum_{j} c_{j}^{2}=\sum_{j}\left|\hat{A}\left(\lambda_{j}\right)\right|^{2} \geq|\Lambda|(\rho|A|)^{2}$, and the result follows from combining these last two inequalities.

## Exponential sums, I

Suppose that $\alpha, \beta \in \mathbb{R}$. As each term has absolute value $\leq 1$, and by summing the geometric series, we obtain

$$
\begin{equation*}
\left|\sum_{n=0}^{N-1} e(\alpha n+\beta)\right| \leq \min \{N, 1 / 2\|\alpha\|\} . \tag{4.1}
\end{equation*}
$$

It is also useful to note that for any given $y_{1}, y_{2}, \ldots, y_{k}$ we have

$$
\begin{equation*}
\sum_{i} \min \left\{N, 1 /\left\|y_{i}\right\|\right\} \ll N+\frac{\log (2 N)}{\min _{i \neq j}\left\|y_{i}-y_{j}\right\|} \tag{4.2}
\end{equation*}
$$

Now suppose that $|\alpha-a / q| \leq 1 / q^{2}$ where $(a, q)=1$. We use this to show that

$$
\begin{equation*}
\sum_{n=0}^{N} \min \left\{Q, \frac{1}{\|\alpha n+\beta\|}\right\} \ll(Q+q \log 2 Q)(1+N / q) \tag{4.3}
\end{equation*}
$$

The implicit constant here does not depend on $\alpha$. First we prove it for $N<q / 2$, since if $0 \leq m<n \leq N$ then $\|(\alpha n+\beta)-(\alpha m+\beta)=\| \alpha(m-n)\|\geq\|(m-n) a / q \|-|m-n| / q^{2} \geq 1 / q-(q / 2) / q^{2}=1 /(2 q)$ and we apply (4.2). The result follows for general but cutting the sum up into intervals of length $<q / 2$.

All this preparation leads to a remarkable lemma:
Lemma 4.1. For any $\alpha \in \mathbb{R}$ and any quadratic polynomial $f(x) \in \mathbb{R}[x]$ with leading coefficient $\alpha$ we have

$$
\left|\sum_{n=0}^{N-1} e(f(n))\right| \ll \frac{N}{q^{1 / 2}}+((q+N) \log 2 N)^{1 / 2}
$$

where $|\alpha-a / q| \leq 1 / q^{2}$ with $(a, q)=1$.
Proof. If $f(x)=\alpha x^{2}+b x+c$ then $f(x+h)-f(x)=h(2 \alpha x+b+\alpha h)$ so that, writing $m=n+h$ we obtain

$$
\begin{aligned}
\left|\sum_{n=0}^{N-1} e(f(n))\right|^{2} & =\sum_{m, n=0}^{N-1} e(f(m)-f(n)) \\
& =\sum_{h=-(N-1)}^{N-1} e\left(\alpha h^{2}+b h\right) \sum_{n=\max \{0,-h\}}^{\min \{N-1, N-1-h\}} e(2 h \alpha n) \\
& \leq \sum_{h=-(N-1)}^{N-1} \min \{N, 1 /\|2 \alpha h\|\}
\end{aligned}
$$

using (4.1), and the result follows from (4.3).
A little further down we will generalize Lemma 4.1 to arbitrary degree polynomials, but the proof is quite technical, and to get the general idea it is easier to prove the analogous result in finite fields:

Lemma 4.1*. For any polynomial $f(x) \in \mathbb{F}_{p}[x]$ of degree $k$ with $p>k \geq 1$, we have

$$
\left|\sum_{n=0}^{p-1} e\left(\frac{f(n)}{p}\right)\right| \leq 2 p^{1-1 / 2^{k-1}}
$$

Proof. We proceed by induction on degree $k \geq 1$. If $f$ has degree 1 , then the sum is over a geometric progression and the value is 0 . For $k=2$ we have

$$
\begin{aligned}
\left|\sum_{n=0}^{p-1} e\left(\frac{a n^{2}+b n+c}{p}\right)\right|^{2} & =\sum_{h=0}^{p-1} \sum_{n=0}^{p-1} e\left(\frac{a\left(h^{2}+2 h n\right)+b h}{p}\right) \\
& =p+\sum_{h=1}^{p-1} e\left(\frac{a h^{2}+b h}{p}\right) \sum_{n=0}^{p-1} e\left(\frac{2 a h n}{p}\right)=p
\end{aligned}
$$

expanding the sum with variables $n+h$ and $n$. Hence the sum has size exactly $\sqrt{p}$; in fact it is known as a Gauss sum. For larger $k$ we have note that if $f(n)=a n^{k}+\ldots$ then $f_{h}(n):=f(n+h)-f(n)=a h k n^{k-1}+\ldots$ where the "..." signify a polynomial of lower degree in $n$. Note that $p \mid a h k$ if and only if $p \mid h$; and that $f_{0}(n)=0$. Hence modifying the above argument we obtain

$$
\left|\sum_{n=0}^{p-1} e\left(\frac{f(n)}{p}\right)\right|^{2}=\sum_{h=0}^{p-1} \sum_{n=0}^{p-1} e\left(\frac{f_{h}(n)}{p}\right) \leq p+\sum_{h=1}^{p-1} 2 p^{1-1 / 2^{k-2}} \leq 4 p^{2-1 / 2^{k-2}}
$$

and the result follows.
The generalization of Lemma 4.1 proceeds along similar lines. However because we are now not dealing with "complete" exponential sums (that is a sum over all the values in the group) we do not get the same convenient cancelations, so have to work a little harder:

Lemma 4.1 ${ }^{+}$. For any $\alpha \in \mathbb{R}$ and any polynomial $f(x) \in \mathbb{R}[x]$ of degree $k$ with leading coefficient $\alpha$ we have

$$
\left|\sum_{n=0}^{N-1} e(f(n))\right| \ll \frac{N}{q^{1 / 2^{k}}}(\log N)^{5 / 8}
$$

where $|\alpha-a / q| \leq 1 / q^{2}$ with $(a, q)=1$, and $q \leq N$.
Proof. We prove, by induction on $k \geq 2$, that

$$
\left|\frac{1}{2 N} \sum_{n=0}^{M-1} e(f(n))\right|^{2^{k-1}} \leq \frac{1}{(2 N)^{k-1}} \sum_{-N<h_{1}, h_{2}, \ldots, h_{k-1}<N} \min \left\{1, \frac{1}{N\left\|k!\alpha h_{1} \ldots h_{k-1}\right\|}\right\}
$$

Note that if we multiply the right side through by $N^{k}$ we get an increasing function of $N$, and that $2^{k-1} \geq k$ for all $k \geq 1$. The inequality appears in the proof of Lemma 4.1 for $k=2$.

Now if $f$ has degree $k$ then we square, and note that $f(n+h)-f(n)=k \alpha h n^{k-1}+\ldots=g_{h}(n)$ say, to obtain the upper bound

$$
\left|\frac{1}{2 N} \sum_{n=0}^{M-1} e(f(n))\right|^{2} \leq \frac{1}{2 N} \sum_{-N<h<N}\left|\frac{1}{2 N} \sum_{n=\max \{0,-h\}}^{\min \{N-1, N-1-h\}} e\left(g_{h}(n)\right)\right|
$$

We Cauchy this $k-2$ times and then apply the induction hypothesis to get the claim.
Note that the summand does not change if we replace $h$ by $-h$. Moreover the contribution from $h_{i}=0$ is $\leq k N^{k-2} /(2 N)^{k-1} \leq 1 / N$. So we may rewrite our inequality as

$$
\left|\frac{1}{2 N} \sum_{n=0}^{M-1} e(f(n))\right|^{2^{k-1}} \leq \frac{1}{N^{k-1}} \sum_{1 \leq h_{1}, h_{2}, \ldots, h_{k-1}<N} \min \left\{1, \frac{1}{N\left\|k!\alpha h_{1} \ldots h_{k-1}\right\|}\right\}+\frac{1}{N}
$$

Let $\tau_{k}(n)$ be the number of ways of writing $n=h_{1} h_{2} \ldots h_{k}$ with each $1 \leq h_{i} \leq N$, so our big sum is

$$
\frac{1}{N^{k-1}} \sum_{n \leq N^{k-1}} \tau_{k-1}(n) \min \left\{1, \frac{1}{N\|k!\alpha n\|}\right\}
$$

We now Cauchy this, so the square is

$$
\leq \frac{1}{N^{k-1}} \sum_{n \leq N^{k-1}} \tau_{k-1}(n)^{2} \cdot \frac{1}{N^{k-1}} \sum_{n \leq N^{k-1}} \min \left\{1, \frac{1}{N\|\alpha k!n\|}\right\}^{2}
$$

Since the summand in the second sum is always $\leq 1$, that sum is

$$
\leq \frac{1}{N^{k-1}} \sum_{m \leq k!N^{k-1}} \min \left\{1, \frac{1}{N\|\alpha m\|}\right\} \ll\left(1+\frac{q \log 2 N}{N}\right)\left(\frac{1}{N^{k-1}}+\frac{k!}{q}\right)
$$

by (4.3). Moreover

$$
\frac{1}{N^{k}} \sum_{n \leq N^{k}} \tau_{k}(n)^{2} \leq \sum_{n \leq N^{k}} \frac{\tau_{k}(n)^{2}}{n} \leq \prod_{p \leq N}\left(1+\frac{\tau_{k}(p)^{2}}{p}+\frac{\tau_{k}\left(p^{2}\right)^{2}}{p^{2}}+\ldots\right)
$$

Since $\tau_{k}\left(p^{e}\right)$ depends only on $k$ and $e$, the Euler product can be bounded using just the first term. Now $\tau_{k}(p)=k$, and so the above is

$$
\ll k\left(1+\frac{1}{p}\right)^{k^{2}} \ll(\log N)^{k^{2}}
$$

Collecting up the estimates above we obtain

$$
\left|\sum_{n=0}^{N-1} e(f(n))\right| \ll \frac{N}{q^{1 / 2^{k}}}(\log N)^{5 / 8}\left(\left(1+\frac{q}{N}\right)\left(1+\frac{q}{N^{k-1}}\right)\right)^{1 / 2^{k}}+N^{1-1 / 2^{k-1}}
$$

and the result follows.

Theorem 4.2. Fix $k \geq 2$. For any $\alpha \in \mathbb{R}$ and any $M$, there exists $m \leq M$ such that $\left\|\alpha m^{k}\right\| \ll(\log M) / M^{1 / K(k)}$, where $K(2)=5$ and $K(k):=(k-1) 2^{k}+2 k-1$ for $k \geq 3$.

Proof. Select prime $N>M^{k+1}$, and $b$ with $|\alpha-b / N| \leq 1 /(2 N)$. Let $A=\left\{b m^{k}(\bmod N)\right.$ : $1 \leq m \leq M\} \subset \mathbb{Z} / N \mathbb{Z}$ and let $L=N(\log M)^{5 / 8} / M^{1 / K}$. We see that $A$ contains exactly $M$ distinct elements. If $A$ contains an element in $(-L, L)$ then $\left\|\alpha m^{k}\right\| \leq\left\|b m^{k} / N\right\|+$ $M^{k} / 2 N \leq 2 L / N$, and the result follows. Otherwise there exists $r, 0<r<(N / L)^{2}$ such that $|\hat{A}(r)| \geq(L / 2 N)|A|=L M / 2 N$ by Proposition 3.2 b . Select $q \leq M$ for which $|\alpha r-a / q|<1 / q M$ for some $(a, q)=1$, so that

$$
\begin{aligned}
|\hat{A}(r)| & =\left|\sum_{m \leq M} e\left(\frac{b r m^{k}}{N}\right)\right| \leq\left|\sum_{m \leq M} e\left(r \alpha m^{k}\right)\right|+\left(\sum_{m \leq M} \frac{r m^{k}}{N}\right) \\
& \ll \frac{M}{q^{1 / 2^{k}}} \cdot(\log M)^{5 / 8}+\frac{N M^{k+1}}{L^{2}},
\end{aligned}
$$

by Lemma $4.1^{+}$(with exponent $1 / 2^{2}$ replaced by $1 / 2$ when $k=2$ by Lemma 4.1). Combining the last two inequalities gives that $q \ll M^{2^{k} / K}$ (and $q \ll M^{2 / 5}$ when $k=2$ ), and so

$$
\left\|\alpha(q r)^{k}\right\| \leq q^{k} r^{k-1}|r \alpha-a / q| \ll \frac{(q r)^{k-1}}{M} \ll \frac{1}{M^{1 / K}(\log M)^{5(k-1) / 4}} \ll \frac{L}{N}
$$

## The Geometry of Numbers

A lattice in $\mathbb{R}^{n}$ is a subgroup generated by $n$ linearly independent vectors, with basis $x_{1}, x_{2}, \ldots, x_{n}$ say. The fundamental parallellopiped of $\Lambda$ with respect to $x_{1}, x_{2}, \ldots, x_{n}$ is the set $P=\left\{a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{n} x_{n}: 0 \leq a_{i}<1\right\}$. The sets $x+P, x \in \Lambda$ are disjoint and their union is $\mathbb{R}^{n}$. The determinant $\operatorname{det}(\Lambda)$ of $\Lambda$ is the volume of $P$; in fact $\operatorname{det}(\Lambda)=|\operatorname{det}(A)|$, where $A=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and the $x_{i}$ are column vectors with respect to the canonical basis for $\mathbb{R}^{n}$. A convex body $K$ is a bounded convex open subset of $\mathbb{R}^{n}$. Show that $\operatorname{vol}(K)=\lim _{t \rightarrow \infty}|\Lambda \cap t K| \operatorname{det}(\Lambda) / t^{n}$. A key result is:

Blichfeldt's Lemma. Let $K \subset \mathbb{R}^{n}$ be a measurable set, $\Lambda$ a lattice and suppose $\operatorname{vol}(K)>$ $\operatorname{det}(\Lambda)$. Then $K-K$ contains a non-zero lattice point.

The proof is a challenge problem. This immediately gives
Minkowski's First Theorem. If $K$ is a centrally symmetric convex body with $\operatorname{vol}(K)>$ $2^{n} \operatorname{det}(\Lambda)$ then $K$ contains a non-zero point of $\Lambda$.

Proof. As $K$ is convex and centrally symmetric, $K=\frac{1}{2} K-\frac{1}{2} K$. However, $\operatorname{vol}\left(\frac{1}{2} K\right)>$ $\operatorname{det}(\Lambda)$, so the result follows by Blichfeldt's Lemma.

For a centrally symmetric convex body $K$ define $\lambda_{k}$ to be the infimum of those $\lambda$ for which $\lambda K$ contains $k$ linearly independent vectors of $\Lambda$. We call $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ the successive minima of $K$ with respect to $\Lambda$. Let $b_{1}, b_{2}, \ldots, b_{n} \in \mathbb{R}^{n}$ be linearly independent vectors with $b_{k} \in \lambda_{k} \bar{K} \cap \Lambda$ for each $k$. The proof of the next result, and much more, can be found in [15].

Minkowski's Second Theorem. If $0<\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n}$ are the successive minima of convex body $K$ with respect to $\Lambda$ then $\lambda_{1} \lambda_{2} \ldots \lambda_{n} \operatorname{vol}(K) \leq 2^{n} \operatorname{det}(\Lambda)$.

Let $r_{1}, r_{2}, \ldots, r_{k} \in \mathbb{Z} / N \mathbb{Z}$ and $\delta>0$ be given. We define the Bohr neighbourhood

$$
B\left(r_{1}, r_{2}, \ldots, r_{k} ; \delta\right):=\left\{s \in \mathbb{Z} / N \mathbb{Z}:\left\|r_{i} s / N\right\| \leq \delta \text { for } i=1,2, \ldots, k\right\}
$$

that is, the least residue, in absolute value, of each $r_{i} s(\bmod N)$ is $<\delta N$ in absolute value.
A generalized arithmetic progression is called proper if its elements are distinct are all distinct (that is $\left.\left|C\left(a_{0}, a_{1}, \ldots, a_{k} ; N_{1}, N_{2}, \ldots, N_{k}\right)\right|=N_{1} N_{2} \ldots N_{k}\right)$.

It will be seen, in $\S 6$, that Bohr neighbourhoods can be used as a step in finding arithmetic progressions, using Fourier transforms.

Theorem 5.7. If $0<\delta<1 / 2$ then the Bohr neighbourhood $B\left(r_{1}, \ldots, r_{k}, \delta\right)$ contains a proper $k$-dimensional arithmetic progression of cardinality at least $(2 \delta / k)^{k} N$.
Proof. We have $s \in B\left(r_{1}, r_{2}, \ldots, r_{k} ; \delta\right)$ if and only if $\left(r_{1} s, r_{2} s, \ldots, r_{k} s\right)+N \mathbb{Z}^{k}$ contains a point $x$ with $\|x\|_{\infty} \leq \delta N$. Let $\Lambda$ be the lattice generated by $N \mathbb{Z}^{k}$ and $\left(r_{1}, r_{2}, \ldots, r_{k}\right)$ : It can be shown that $\operatorname{det}(\Lambda)=N^{k-1}$.

Let $K=\left\{\left(a_{1}, a_{2}, \ldots, a_{k}\right):-1<a_{i}<1\right\}$ and, as described above, obtain a basis $b_{1}, b_{2}, \ldots, b_{k}$ of $\mathbb{R}^{k}$ with each $b_{i} \in \Lambda$ satisfying $\left\|b_{i}\right\|_{\infty}=\lambda_{i}$. Define $s_{i}$ so that $b_{i} \in$ $\left(r_{1} s_{i}, r_{2} s_{i}, \ldots, r_{k} s_{i}\right)+N \mathbb{Z}^{k}$. By Minkowski's Second Theorem, $\lambda_{1} \lambda_{2} \ldots \lambda_{k} \operatorname{vol}(K) \leq \operatorname{det}(\Lambda)$. $2^{k}$ so that $\lambda_{1} \lambda_{2} \ldots \lambda_{k} \leq N^{k-1}$.

Let $P$ be the $k$-dimensional arithmetic progression $\left\{\sum_{i=1}^{k} a_{i} s_{i}:\left|a_{i}\right| \leq \delta N / k \lambda_{i}\right\}$. If $s \in P$ then, for each $j$,

$$
\left\|\frac{r_{j} s}{N}\right\| \leq \sum_{i=1}^{k}\left|a_{i}\right|\left\|\frac{r_{j} s_{i}}{N}\right\| \leq \sum_{i=1}^{k} \frac{\delta N}{k \lambda_{i}}\left\|\frac{\left(b_{i}\right)_{j}}{N}\right\| \leq \sum_{i=1}^{k} \frac{\delta N}{k \lambda_{i}} \frac{\left\|b_{i}\right\|_{\infty}}{N}=\delta .
$$

Moreover since $\delta<1 / 2$ we have that $P$ is proper. Finally note that $|P| \geq \prod 2 \delta N / k \lambda_{i}=(2 \delta N / k)^{k}$. $\left(\lambda_{1} \lambda_{2} \ldots \lambda_{k}\right)^{-1} \geq(2 \delta / k)^{k} N$.
subchapter: Sum-Product formulas, I. Proofs from "The Book"
All true mathematicians are motivated by elegant proofs, none more so than the great Paul Erdős. Erdős used to say that "the supreme being" kept a book which contained all of the most beautiful proofs of each theorem and just occasionally we mortals are allowed to glimpse this book, as we discover an extraordinary proof. In this section we shall see three such proofs from "The Book", all by Hungarians.

One of Paul Erdős's proofs from the book, comes in his "multiplication table theorem": Let $A=\{1,2, \ldots, N\}$; how big is $A \cdot A=\{a b: a, b \in A\}$ ? That is, how many distinct integers appear in the $N$-by- $N$ multiplication table? It is trivial that $|A \cdot A| \leq N(N+1) / 2$ (using the symmetry that $a b=b a$ ) but is it the case that $|A \cdot A| / N^{2} \rightarrow$ a limit as $N \rightarrow \infty$, and if so, what is that limit? Erdős proved that the limit exists and is 0 , that is $|A \cdot A|=$ $o\left(N^{2}\right)$. His proof rests on the beautiful result of Hardy and Ramanujan that all but $o(N)$ of the integers $n \leq N$ have $\{1+o(1)\} \log \log N$ prime factors (counting multiplicity ${ }^{3}$ ). But then all but $o\left(N^{2}\right)$ of the products $a b$ with $a, b \leq N$ have $\{2+o(1)\} \log \log N$ prime factors, whereas almost all integers up to $N^{2}$ have $\{1+o(1)\} \log \log \left(N^{2}\right)=\{1+o(1)\} \log \log N$ prime factors, and the result follows!

In the other direction, consider integers of the form $n=p m \leq N^{2}$ where $p \in\left(N^{2 / 3}, N\right]$ is prime and $m \leq N$. There are $\geq\{1+o(1)\} N^{2} / \log N$ such product by the prime number theorem, and any $n$ can be represented in at most two ways as such a product, so that $|A \cdot A| \geq$ $\{1 / 2+o(1)\} N^{2} / \log N$. In the case that $A$ is an arithmetic progression $\{a+i b: 1 \leq i \leq N\}$ then we may assume without loss of generality that $(a, b)=1$ (else we divide through by the common factor). If $b>2 N$ then $|A \cdot A|=N(N+1) / 2$; for if $(a+i b)(a+j b)=(a+I b)(a+J b)$ then $a(i+j)+b i j=a(I+J)+b I J$ so that $a(i+j) \equiv a(I+J)(\bmod b)$ implying $i+j \equiv I+J$ $(\bmod b)$ and thus $i+j=I+J$ since $2 \leq i+j, I+J \leq 2 N<b$, and so $i j=I J$ and therefore $\{i, j\}=\{I, J\}$. Similarly if $a>N^{2}$ then $|A \cdot A|=N(N+1) / 2$. Finally if $b \leq 2 N$ and $a \leq N^{2}$ then all elements of $A$ are $\leq N^{2}+N(2 N)=3 N^{2}$. Let $B$ be the subset of $A$ consisting of all integers in $A$ with a prime factor in $(N / 2, N]$. Note that all primes in $(N / 2, N]$ that do not divide $b$, divide either one or two elements of $A$ so that $|B| \geq\{1 / 2+o(1)\} N / \log N$. Any element of $A \cdot B$ is $\leq 9 N^{4}$ so contains no more than 4 prime factors $>N / 2$ and so cannot be written in more than eight ways as $a b, a \in A, b \in B$. Therefore $|A \cdot A| \geq|A \cdot B| \geq\{1 / 8+o(1)\} N^{2} / \log N$.

One might expect to generalize this so that if $A+A$ is small then $A$ has a lot of additive structure, that is it is a subset of a generalized arithmetic progression, and so $A \cdot A$ is large. In fact there should be some "play off" between the two in that if one is much smaller than the expected size then the other should not be; that is one might guess, as did Erdős and Szemerédi, that

$$
|A+A|+|A \cdot A| \gg_{\epsilon}|A|^{2-\epsilon}
$$

for any $\epsilon>0$; or, more daringly like Solymosi, that

$$
|A+B|+|A \cdot C| \gg_{\epsilon}|A|^{2-\epsilon} \text { whenever }|A|=|B|=|C| .
$$

There are several results of this type, for various values of $\epsilon$, in the literature, but none more elegantly proved than the result of Elekes. This rests on a (generalization of a) result in combinatorial geometry of Szemerédi and Trotter, which in turn has recently been given a gorgeous proof via geometric and random graph theory by Székely:

[^3]The Szemerédi-Trotter theorem. We are given a set $\Upsilon$ of $m$ curves in the complex plane such that

- Each pair of (distinct) curves in $\Upsilon$ meet in at most $B_{1}$ points;
- No more than $B_{2}$ curves in $\Upsilon$ contain any given pair of (distinct) points. For a given set, $\Pi$, of $m$ points, define $X=X(\Upsilon, \Pi)$ to be the number of pairs $(P, C)$ with $P \in \Pi, C \in \Upsilon$ where $P$ lies on $C$. Then $X(\Upsilon, \Pi) \leq m+4 B_{2} n+4 B_{2} B_{1}^{1 / 3}(m n)^{2 / 3}$.

Proof. (Székely) The key idea is to determine how far away our set of curves and points are from being embeddable on the plane in the sense of graph theory, that is that the curves of $\Upsilon$ should only cross at points in $\Pi$. To convert this directly into a graph theory problem we replace each point of $\Pi$ by a vertex of our graph $G$, and we join two vertices of $G$ if and only if the corresponding points lie on the same curve $C \in \Upsilon$ with no other point of $\Pi$ in-between (we call such pairs of points "neighbours on $C$ "). In this definition $G$ is a simple graph, even if two points are neighbours on several curves of $\Upsilon$. We will also define a hypergraph $G^{*}$ with the same vertex set as $G$, but as many edges between two vertices as the number of curves of $\Upsilon$ on which they are neighbours. Note that $X=e\left(G^{*}\right)+m \leq B_{2} e(G)+m$ (where $e(H)$ and $v(H)$ are the number of edges and vertices, respectively, in $H$; note that $v(G)=n$ ). Therefore we will assume that $e(G) \geq 4 n$ for otherwise we already have $X<4 B_{2} n+m$ as desired.

We now define $Y=Y(G)$ to be the minimum, over all drawings of $G$ in the complex plane, of the number of crossings of edges of $G$ that occur at some point not in the vertex set of $G$; so $Y(G)=0$ if $G$ is planar. Note that if we remove these $Y(G)$ edges from $G$ and as well as any isolated vertices, then the resulting new graph $H$ is planar, with $e(H)=e(G)-Y(G)$ and $v(H) \leq v(G)$. Note also that $Y(G)$ can be no bigger than the sum over all pairs of curves in $\Upsilon$, of the number of ways that those two curves can cross; that is $Y(G) \leq B_{1}\binom{m}{2}$.

Now for any simple planar graph $H$ one has the Euler characteristic formula that $f(H)-e(H)+v(H)=2$ where $f(H)$ is the number of faces of $H$, and that any edge separates at most two faces whereas any face is surrounded by at least three edges so that $3 f(H) \leq 2 e(H)$. Therefore $6+3 e-3 v=3 f \leq 2 e$ so that $e(H) \leq 3 v(H)-6$. Combining this with the previous paragraph we deduce that $Y(G) \geq e(G)-3 v(G)+6$.

Székely's extraordinary trick is to apply the result of the previous paragraph to randomly chosen subgraphs of $G$, resulting in an improvement of the above inequality! The random process involves deciding at random whether to select each vertex, independently, where the probability of each vertex being chosen is $p=4 v(G) / e(G)$ (which is $\leq 1$ by the above assumption); and then retaining the edges from $G$ that go between chosen vertices. If we call the resulting subgraph $K$ then we see that the expected numbers of vertices in $K$ is $p v(G)$, written $\mathbb{E}(v(K))=p v(G)$ and also that $\mathbb{E}(e(K))=p^{2} e(G)$ and $\mathbb{E}(Y(K))=p^{4} Y(G)$. Substituting this into the bound attained above we have $p^{4} Y(G)=\mathbb{E}(Y(K)) \geq E(e(K))-3 \mathbb{E}(v(K))+6=p^{2} e(G)-3 p v(G)+6$. With our choice of $p$, and the above bound for $Y$, this implies that $B_{1} m^{2} / 2>Y(G)>e(G)^{3} / 64 v(G)^{2}$, so that $X \leq B_{2}\left(32 B_{1}\right)^{1 / 3}(m n)^{2 / 3}+m$.

Prove that each term in the upper bound here is necessary by giving appropriate examples. For example for the third term let $\Upsilon$ be the set of lines $y=a x+b$ with $0 \leq a \leq A$ and $0 \leq b \leq A C$, and let $\Pi$ be the
set of points in the rectangle $\{0,1, \ldots, C\} \times\{0,1, \ldots 2 A C\}$. A big subset of the points counted by $X$ are given by the points on the lines with $0 \leq x \leq C$.
Corollary (Elekes). If $|B||C| \geq|A|$ then $|A+B|+|A \cdot C| \geq(64|B||C| /(|A|-1))^{1 / 4}(|A|-1)$.
Proof. Consider the set of points $\Pi=(A+B) \times(A \cdot C)$, and the set $\Upsilon$ of lines $y=c(x-b)$ for each $b \in B, c \in C$. Note that $B_{1}=B_{2}=1$. Each such line contains $|A|$ points, namely $\{(a+b, a c): a \in A\}$ and so $X \geq|A| m$ where $m=|B||C|$ and $n=|A+B||A \cdot C|$. Substituting this into the proof of the Szemerédi-Trotter theorem we obtain $(|A|-1) m \leq$ $n / 4+(m n)^{2 / 3} / 32^{1 / 3}$, from which we deduce that $|A+B \| A \cdot C| \geq 2\left(|B \| C|(|A|-1)^{3}\right)^{1 / 2}$ if $|B \| C| \geq|A|$, and the result follows.

In the particular case that $|A|=|B|=|C|$ this gives $|A+B|+|A \cdot C| \geq|A|^{5 / 4}$, a first step to the above conjectures.

Proposition. (Solymosi, 2009) Suppose that $A, B \subset \mathbb{R}^{+}$with $|A| \geq|B|>1$. Then

$$
|A B \| A+A||B+B| \gg \frac{(|A||B|)^{2}}{\log |B|}
$$

Proof. In this proof we will use the multiplicative energy $E_{\times}(A, B)$ which counts the number of solutions $a, a^{\prime} \in B, b, b^{\prime} \in B$ to $a b=a^{\prime} b^{\prime}$.

Define $C_{m}:=\{(a, b) \in A \times B: b=m a\}$. If $m<n$ and $(x, y)=(a, b)+\left(a^{\prime}, b^{\prime}\right) \in$ $C_{m}+C_{n} \subset(A+A) \times(B+B)$ then $a+a^{\prime}=x$ and $m a+n a^{\prime}=b+b^{\prime}=y$, so that $a$ and $a^{\prime}$ are determined, and hence $\left|C_{m}+C_{n}\right|=\left|C_{m}\right|\left|C_{n}\right|$. Note that $m<\frac{y}{x}=\frac{b+b^{\prime}}{a+a^{\prime}}<n$.

Therefore if $m_{1}<m_{2}<\ldots<m_{k}$ then the elements of $C_{m_{i}}+C_{m_{i+1}}, i=1,2, \ldots, k-1$ are all distinct (since if $\left(x_{i}, y_{i}\right) \in C_{m_{i}}+C_{m_{i+1}}$, then $m_{1}<\ldots<m_{j-1}<\frac{y_{j-1}}{x_{j-1}}<m_{j}<$ $\left.\frac{y_{j}}{x_{j}}<m_{j+1}<\ldots<m_{k}\right)$. We deduce that

$$
\begin{equation*}
\sum_{i=1}^{k-1}\left|C_{m_{i}}\right|\left|C_{m_{i+1}}\right| \leq|A+A||B+B| \tag{1}
\end{equation*}
$$

Let $\mathcal{L}_{j}$ be the set of $m$ for which $2^{j} \leq\left|C_{m}\right|<2^{j+1}$. Applying (1) to the $m$ 's in $\mathcal{L}_{j}$ we obtain

$$
\left(\left|\mathcal{L}_{j}\right|-1\right) 2^{2 j} \leq \sum_{i=1}^{k-1}\left|C_{m_{i}}\right|\left|C_{m_{i+1}}\right| \leq|A+A||B+B|
$$

Now if $2^{J}>|B|$ then

$$
\begin{align*}
E_{\times}(A, B) & =\sum_{m}\left|C_{m}\right|^{2} \leq \sum_{j=0}^{J-1} 2^{2(j+1)}\left|\mathcal{L}_{j}\right| \\
& \leq 4 \sum_{j=0}^{J-1}\left(|A+A||B+B|+2^{2 j}\right) \leq 4 J|A+A||B+B|+4^{J+1} / 3 \tag{2}
\end{align*}
$$

Now the multiplicative analogy to (6.2') is $(|A||B|)^{2} \leq|A B| E_{\times}(A, B)$, and we can assume $2^{J} \leq 2|B|$ so combining the above yields the result.

Corollary. Suppose that $A \subset \mathbb{R}^{+}$with $|A|>1$. Then

$$
|A A|+|A+A| \gg \frac{|A|^{4 / 3}}{(\log |A|)^{1 / 3}}
$$

Proof. We partition our set $A$ into $A_{+} \subset \mathbb{R}^{+}$and $A_{-} \subset \mathbb{R}^{-}$. Taking $A=B=A_{+}$and then $A=B=-A_{-}$in the Proposition then yields the result.

## The Freiman-Ruzsa Theorem

Freiman's Theorem [5] describes the structure of a set $A$ under the condition that $A+A$ has size close to that of $A$. We define a generalised arithmetic progression to be a sum $P$ of ordinary arithmetic progressions (see Theorem 5.7). If $P$ is a subset of a small generalised arithmetic progression then $|P+P|$ is close to $|P|$. Freiman's Theorem states the converse: if $|P+P|$ is close to $P$ then $P$ must be contained in a small generalized arithmetic progression.

We now proceed to the proof of Freiman's Theorem, using a remarkable and ingenious approach due to Ruzsa [12].

Let $A \subset \mathbb{Z} / s \mathbb{Z}$ or $A \subset \mathbb{Z}$ and $B \subset \mathbb{Z} / t \mathbb{Z}$.
Then $\phi: A \rightarrow B$ is called a (Freiman) $k$-homomorphism if whenever $x_{1}+x_{2}+\cdots+x_{k}=$ $y_{1}+y_{2}+\cdots+y_{k}$, with $x_{i}, y_{i} \in A$, we have $\sum \phi\left(x_{i}\right)=\sum \phi\left(y_{i}\right)$. In addition, $\phi$ is called a $k$-isomorphism if $\phi$ is invertible and $\phi$ and $\phi^{-1}$ are $k$-homomorphisms.

Note that $\phi$ is a $k$-homomorphism if the map $\psi:\left(x_{1}, \ldots, x_{k}\right) \mapsto \sum \phi\left(x_{i}\right)$ induced by $\phi$ is a well defined map $k A \rightarrow k B$, and a $k$-isomorphism if $\psi$ is a bijection. Our interest will be in 2-isomorphisms, as these preserve arithmetic progressions - a set 2-isomorphic to an arithmetic progression is clearly an arithmetic progression. We use the following notation:

If $\phi: A \rightarrow B$ and $A^{\prime} \subset A$, then $\left.\phi\right|_{A^{\prime}}$ denotes the restriction of $\phi$ to $A^{\prime}$.
Lemma 6.1. Let $A \subset \mathbb{Z}$ and suppose $|k A-k A| \leq C|A|$. Then, for any prime $N>C|A|$, there exists $A^{\prime} \subset A$ with $\left|A^{\prime}\right| \geq|A| / k$ that is $k$-isomorphic to a subset of $\mathbb{Z} / N \mathbb{Z}$.

Proof. We may suppose $A \subset \mathbb{N}$ and select a prime $p>k \max A$. Then the quotient map $\phi_{1}: \mathbb{Z} \rightarrow \mathbb{Z}_{p}$ is a homomorphism of all orders, and $\left.\phi_{1}\right|_{A}$ is a $k$-isomorphism. Now let $q$ be a random element of $[p-1]$ and define $\phi_{2}: \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p}$ by $\phi_{2}(x)=q x$. Then $\phi_{2}$ is an isomorphism of all orders, and hence a $k$-isomorphism. Let $\phi_{3}(x)=x$ where $\phi_{3}: \mathbb{Z} p \rightarrow \mathbb{Z}$. Then for any $j,\left.\phi_{3}\right|_{I_{j}}$ is a $k$-isomorphism where

$$
I_{j}=\left\{x \in \mathbb{Z}_{p}: \frac{j-1}{k} p \leq x<\frac{j}{k} p-1\right\} .
$$

For, if $\sum_{i=1}^{k} x_{i}=\sum_{i=1}^{k} y_{i}(\bmod p)$ with $x_{i}, y_{i} \in I_{j}$, then $\sum_{i=1}^{k} x_{i}=\sum_{i=1}^{k} y_{i}$ in $\mathbb{Z}$. By the pigeonhole principle, there exist $A^{\prime} \subset A$ with $\left|A^{\prime}\right| \geq|A| / k$ (depending on $q$ ) and $\phi_{2} \phi_{1}\left[A^{\prime}\right] \subset I_{j}$ for some $j$. Restricted to $A^{\prime}, \phi_{3} \phi_{2} \phi_{1}$ is a $k$-homomorphism. Finally, let $\phi_{4}$ be the quotient map (a $k$-homomorphism) $\mathbb{Z} \rightarrow \mathbb{Z} / N \mathbb{Z}$. Then with $\phi=\phi_{4} \phi_{3} \phi_{2} \phi_{1}$, $\phi(x)=q x(\bmod p)(\bmod N)$ and $\left.\phi\right|_{A^{\prime}}$ is a $k$-homomorphism, as it is the composition of $k$-homomorphisms.

The only way $\left.\phi\right|_{A^{\prime}}$ is not a $k$-isomorphism is if there are $a_{1}, a_{2}, \ldots, a_{k}, a_{1}^{\prime}, a_{2}^{\prime}, \ldots, a_{k}^{\prime} \in$ $A^{\prime}$ such that $\sum_{i=1}^{k} \phi\left(a_{i}\right)=\sum_{i=1}^{k} \phi\left(a_{i}^{\prime}\right)$ but $\sum_{i=1}^{k} \phi\left(a_{i}\right) \neq \sum_{i=1}^{k} \phi\left(a_{i}^{\prime}\right)$.

Now $\sum_{i} a_{i} \neq \sum_{i} a_{i}^{\prime}$ implies $\sum_{i} a_{i} \neq \sum_{i} a_{i}^{\prime}(\bmod p)$ so we have $q\left(\sum_{i} a_{i}-\sum_{i} a_{i}^{\prime}\right)(\bmod$ $p)$ is a multiple of $N$. The probability of this event is at most $|k A-k A| / N<1$ since $|k A-k A| \leq C|A|$ and $N>C|A|$. So for some $q,\left.\phi\right|_{A^{\prime}}$ is a $k$-isomorphism.

The next theorem, due to Bogolyubov [3], shows that we may find long arithmetic progressions with small dimension in $2 A-2 A$. The proof is surprisingly simple.

Theorem 6.2. Let $A \subset \mathbb{Z} / N \mathbb{Z}$ with $|A| \geq \alpha N$. Then $2 A-2 A$ contains an arithmetic progression of length at least $\left(\alpha^{2} / 4\right)^{\alpha^{-2}} N$ and dimension at most $\alpha^{-2}$.
Proof. Let $g(x)$ be the number of ways of writing $x=(a-b)-(c-d)$ with $a, b, c, d \in A$. That is, $g=(A * A) *(A * A)$ and $x \in 2 A-2 A$ if and only if $g(x) \neq 0$. Now $g(x)=$ $N^{-1} \sum_{r}|\hat{A}(r)|^{4} \omega^{r x}$,
by Lemma $2.2(3)$. Let $K=\left\{r \neq 0: \hat{A}(r) \geq \alpha^{3 / 2} N\right\}$. Then

$$
\sum_{\substack{r \neq 0 \\ r \notin K}}|\hat{A}(r)|^{4} \leq \max _{\substack{r \neq 0 \\ r \notin K}}|\hat{A}(r)|^{2} \sum_{r}|\hat{A}(r)|^{2}<\alpha^{3} N^{2} \cdot \alpha N^{2}=\alpha^{4} N^{4}
$$

Therefore, if $x$ is such that $\operatorname{Re}\left(\omega^{r x}\right) \geq 0$ for all $r \in K$, then

$$
\operatorname{Re}\left(\sum_{r}|\hat{A}(r)|^{4} \omega^{r x}\right)>|\hat{A}(0)|^{4}-\alpha^{4} N^{4}=0
$$

Therefore $g(x) \neq 0$ and $2 A-2 A$ contains the Bohr neighbourhood $B(K ; 1 / 4)-$ $\operatorname{Re}\left(\omega^{r s}\right) \geq 0$ if and only if $-N / 4 \leq r s \leq N / 4$. Now $\sum_{r \in K}|\hat{A}(r)|^{2} \geq k \alpha^{3} N^{2}$ and $\sum_{r \in K}|\hat{A}(r)|^{2} \leq \alpha N^{2}$. By Theorem 5.7, $2 A-2 A$ contains the required arithmetic progression.

We now present Ruzsa's proof of Freiman's Theorem.
Freiman's Theorem. Let $A \subset \mathbb{Z} / N \mathbb{Z}$ be a set such that $|A+A| \leq C|A|$. Then $A$ is contained in a d-dimensional arithmetic progression $P$ of cardinality at most $k|A|$ where $d$ and $k$ depend on $C$ only.
Proof. By Theorem 5.15, $|8 A-8 A| \leq C^{16}|A|$. By Lemma $6.1, A$ contains a subset $A^{\prime}$ of cardinality at least $|A| / 8$ which is 8 -isomorphic to a a set $B \subset \mathbb{Z} / N \mathbb{Z}$ with $C^{16}|A|<N \leq$ $2 C^{16}|A|$, where $N$ is prime and $C|A|<N \leq 2 C|A|$, using Bertrand's Postulate. So $|B|=$ $\alpha N$ with $\alpha \geq\left(16 C^{16}\right)^{-1}$. By Theorem $6.2,2 B-2 B$ contains an arithmetic progression of dimension at most $\alpha^{-2}$ and cardinality at least $\left(\alpha^{2} / 4\right)^{\alpha^{-2}} N \geq\left(\alpha^{2} / 4\right)^{\alpha^{-2}}|A|$. Since $B$ is 8 -isomorphic to $A^{\prime}, 2 B-2 B$ is 2 -isomorphic to $2 A^{\prime}-2 A^{\prime}$. Any set 2 -isomorphic to a $d$-dimensional arithmetic progression is a $d$-dimensional arithmetic progression. Therefore $2 A^{\prime}-2 A^{\prime}$, and hence $2 A-2 A$, contains an arithmetic progression $Q$ of dimension at most $\alpha^{-2}$ and cardinality $\gamma|A|$, where $\gamma \geq\left(\alpha^{2} / 4\right)^{\alpha^{-2}}$. Now let $X=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\} \subset A$ be maximal such that $x, y \in X, x \neq y$ imply $x-y \in Q-Q$. Equivalently, all the sets $x+Q$ are disjoint, so $X+Q=|X||Q|$. Since $X$ is maximal, $A \subset X+(Q-Q)$ and $X$ is contained in the $k$-dimensional arithmetic progression $R=\left\{\sum_{i=1}^{k} a_{i} x_{i}: 0 \leq a_{i} \leq 1\right\}$. Clearly $|R| \leq 2^{k}$. Therefore $A$ is contained in the arithmetic progression $R+(Q-Q)$, of dimension at most $\alpha^{-2}+k$. We know that $X+(Q-Q) \subset A+(4 A-4 A)=A+2 A-2 A+2 A-2 A$, and that $X+Q \subset A+2 A-2 A=3 A-2 A$.

So $|X+Q| \leq|3 A-2 A| \leq C^{5}|A|$, by Theorem 5.15. So $k \leq C^{5}|A| /|Q| \leq C^{5} \gamma^{-1}$. Finally, $|Q-Q| \leq 2^{\alpha^{-2}}|Q|$, by $d$-dimensionality. So $A$ is contained in an arithmetic progression of dimension at most $\alpha^{-2} C^{5} \gamma^{-1}$, and cardinality at most $2^{k} 2^{\alpha^{-2}}|Q| \leq 2^{k} 2^{\alpha^{-2}}|2 A-2 A|$ $\leq k C^{4} 2^{\alpha^{-2}}|A|$.

The constants from this theorem can be chosen to be $d=\exp \left(C^{\alpha}\right)$ and $k=\operatorname{expexp}\left(C^{\beta}\right)$, where $\alpha, \beta>0$ are absolute constants.

## The Balog-Szemerédi-Gowers theorem

Lemma 6.5. Let $A_{1}, A_{2}, \ldots, A_{m}$ be subsets of an $N$ element set $S$, let $\gamma>0$ and suppose that $\sum_{i=1}^{m}\left|A_{i}\right| \geq \gamma m N$. Then there exists $B \subset\{1, \ldots, m\}$, of cardinality at least $\gamma^{5} m / 2$, such that for at least ninety-five percent of pairs $(i, j) \in B \times B,\left|A_{i} \cap A_{j}\right| \geq \gamma^{2} N / 2$.

Proof. The idea is to show that this is true of a randomly chosen subset $B$, and thus there exist such $B$. So, let $x_{1}, x_{2}, \ldots, x_{5}$ be chosen randomly and independently from $S$ and define $B=\left\{i:\left\{x_{1}, x_{2}, \ldots, x_{5}\right\} \subset A_{i}\right\}$. Then $\operatorname{Prob}[i \in B]=\left(\left|A_{i}\right| / N\right)^{5}$ and thus the expected size of $B$ is $\sum_{i=1}^{m}\left(\left|A_{i}\right| / N\right)^{5} \geq m\left(\sum\left|A_{i}\right| / m N\right)^{5} \geq \gamma^{5} m$ (Exercise: Justify this inequality). Then, by the Cauchy-Schwartz inequality, $\mathbb{E}\left[|B|^{2}\right] \geq \mathbb{E}[|B|]^{2} \geq \gamma^{10} m^{2}$.

If $\left|A_{i} \cap A_{j}\right| \leq \gamma^{2} N / 2$, then

$$
\operatorname{Prob}[i, j \in B]=\operatorname{Prob}\left\{\left\{x_{1}, x_{2}, \ldots, x_{5}\right\} \subset A_{i} \cap A_{j}\right\}<\left(\gamma^{2} / 2\right)^{5}=\gamma^{10} / 32
$$

Define $C=\left\{i, j \in B \times B:\left|A_{i} \cap A_{j}\right|<\gamma^{2} N / 2\right\}$ so that $\mathbb{E}[|C|]<\gamma^{10} m^{2} / 32$. Therefore $\mathbb{E}\left[|B|^{2}-24|C|\right]>\gamma^{10} m^{2} / 4$, so that there exist $x_{1}, \ldots, x_{5}$ such that $|B|^{2}>24|C|+\gamma^{10} m^{2} / 4$, that is $|B|>\gamma^{5} m / 2$ and $|C| \leq \frac{1}{24}|B|^{2} \leq \frac{1}{20}|B|^{2}$.

The following result is due to Balog and Szemerédi [1]. However the constants they gave were at least exponential in $\alpha$; and it was Gowers who gave polynomial growth:

Theorem 6.6. (Balog-Szemerédi-Gowers) Let $A$ be a subset of an abelian group, and $\alpha>0$. If $E(A, A) \geq \alpha|A|^{3}$ then $A$ contains a subset $A^{\prime}$ such that $\left|A^{\prime}\right| \geq c|A|$ and $\left|A^{\prime}-A^{\prime}\right| \leq$ $C\left|A^{\prime}\right|$ where $c$ and $C$ depend on $\alpha$ only (we can take $c=2^{-12} \alpha^{10}$ and $C=2^{38} \alpha^{-32}$ ).

Proof. Let $n=|A|$ and note that $r_{A-A}(x)=r_{A-A}(-x) \leq r_{A-A}(0)=n$. By hypothesis $\sum_{x} r_{A-A}(x)^{2}=E(A, A) \geq \alpha n^{3}$. Let $X=\left\{x \neq 0: r_{A-A}(x) \geq \frac{\alpha}{2} n\right\}$. Now if $x \in X \cup\{0\}$ then $r_{A-A}(x)^{2} \leq \frac{\alpha}{2} n r_{A-A}(x)+\left(1-\frac{\alpha}{2}\right) n^{2}$, and so
$\alpha n^{3} \leq \sum_{x} r_{A-A}(x)^{2} \leq \frac{\alpha}{2} n \sum_{x} r_{A-A}(x)+\left(1-\frac{\alpha}{2}\right) n^{2}(|X|+1)=\frac{\alpha}{2} n^{3}+\left(1-\frac{\alpha}{2}\right) n^{2}(|X|+1)$,
and therefore $|X| \geq \frac{\alpha}{2} n($ as $\alpha \geq 2 / \sqrt{n})$.
We now construct a graph $G$ with vertices corresponding to the elements of $A$, and $a \sim_{G} b$ if and only if $a-b \in X$.
Define $\Gamma_{G}(a):=\left\{b \in G: a \sim_{G} b\right\}$ to be the set of neighbours of $a$ in $G$. Then

$$
\sum_{a \in A}\left|\Gamma_{G}(a)\right|=\#\left\{a \neq b \in A: a \sim_{G} b\right\}=\sum_{x \in X} r(x) \geq|X| \frac{\alpha}{2} n \geq \frac{\alpha^{2}}{4} n^{2}
$$

Applying Lemma 6.5 with $S=A$ and the $A_{i}$ equal to the $\Gamma_{G}(a)$, so that $m=N=$ $n$ and $\gamma=\alpha^{2} / 4$, we deduce that there exists $B \subset A$ with $|B| \geq \alpha^{10} n / 2^{11}$ such that $\left|\Gamma_{G}(a) \cap \Gamma_{G}(b)\right| \geq \alpha^{4} n / 32$ for at least ninety-five percent of pairs $(a, b) \in B \times B$.

Now define a new graph $H$ with vertex set $B$ and edges defined so that $a \sim_{H} b$ if and only if $\left|\Gamma_{G}(a) \cap \Gamma_{G}(b)\right| \geq \alpha^{4} n / 32$.
Let $A^{\prime}$ be the set of vertices of $H$ with degree $\geq 3|B| / 4$.

Exercise: Since the average degree in $H$ is at least (19/20)|B|, deduce that $\left|A^{\prime}\right| \geq 4|B| / 5$.
Therefore $\left|A^{\prime}\right| \geq \alpha^{10} n /\left(5 \cdot 2^{9}\right)$. We will show that if $x \in A^{\prime}-A^{\prime}$ then $r_{4 A-4 A}(x) \geq \kappa n^{7}$ for a certain constant $\kappa>0$ depending only on $\alpha$. But then

$$
\kappa n^{7}\left|A^{\prime}-A^{\prime}\right| \leq \sum_{x \in A^{\prime}-A^{\prime}} r_{4 A-4 A}(x) \leq \sum_{x} r_{4 A-4 A}(x)=n^{8}
$$

and so $\left|A^{\prime}-A^{\prime}\right| \leq n / \kappa \leq\left(5 \cdot 2^{9}\right) \alpha^{-10}\left|A^{\prime}\right| / \kappa$, as desired.
Now for each $x \in A^{\prime}-A^{\prime}$ select $a, a^{\prime} \in A^{\prime}$ for which $x=a-a^{\prime}$. If $a \sim_{H} b$ then there are at least $\alpha^{4} n / 32$ values of $c \in A$ for which $a-c, c-b \in X$. If $a-c \in X$ then there exists $\geq \alpha n / 2$ pairs $x_{1}, y_{1} \in A$ for which $a-c=x_{1}-y_{1}$, and similarly there are $\geq \alpha n / 2$ pairs $x_{2}, y_{2} \in A$ for which $c-b=x_{2}-y_{2}$. Taking all these representations for all such $c$ we have $\geq$ $\left(\alpha^{4} n / 32\right)(\alpha n / 2)^{2}=\alpha^{6} n^{3} / 2^{7}$ quadruples $x_{1}, y_{1}, x_{2}, y_{2} \in A$ for which $a-b=x_{1}-y_{1}+x_{2}-y_{2}$ : To verify that these representations are distinct note that if we are given $a, x_{1}, y_{1}$ we can recover $c$ as $a-x_{1}+y_{1}$. If $a^{\prime} \sim_{H} b$ then we can similarly find such representations for $b-a^{\prime}$, and adding these together we find representations for $a-a^{\prime}$ as desired which are all distinct as we can recover $b$ in each case. Therefore $R(x) \geq\left|\Gamma_{H}(a) \cap \Gamma_{H}\left(a^{\prime}\right)\right|\left(\alpha^{6} n^{3} / 2^{7}\right)^{2}$; and we have $\left|\Gamma_{H}(a) \cap \Gamma_{H}\left(a^{\prime}\right)\right| \geq\left|\Gamma_{H}(a)\right|+\left|\Gamma_{H}\left(a^{\prime}\right)\right|-|H| \geq 3|B| / 4+3|B| / 4-|B|=|B| / 2$, and the result follows with $\kappa=\alpha^{22} / 2^{26}$.

We recall that (6.2') implies that if $|A \pm A|<C|A|$, then $E(A, A) \geq|A|^{3} / C$. The Balog-Szemerédi-Gowers Theorem is a partial converse, stating in this context that if $E(A, A)>|A|^{3} / C$ then there exists a large subset $A^{\prime}$ of $A$, such that $\left|A^{\prime}\right| \geq c|A|$ and $\left|A^{\prime}+A^{\prime}\right| \leq \kappa|A|$ is small. where $c$ and $\kappa$ depend only on $C$.

We do need involve a subset of $A$ in the conclusion of Theorem 6.6 , for consider the example $A=\{1,2, \ldots, N\} \cup\left\{2^{N}, 2^{N+1}, \ldots, 2^{2 N-1}\right\}$. Then $|A|=2 N,|A+A|=$ $N^{2} / 2+O(N)$ and $E(A, A) \geq 2 N^{3} / 3+O\left(N^{2}\right)$; that is $E(A, A) \gtrsim|A|^{3} / 12$, as in the hypothesis of Theorem 6.6 , yet $A+A$ is large, so to obtain the desired conclusion we need the subset $A^{\prime}=\{1,2, \ldots, N\}$.

It is worth noting that this can be converted into an "if and only if" Theorem:
Corollary 6.6B. Let $A$ be a subset of an abelian group. Then $E(A, A) \gg|A|^{3}$ if and only if there exists $A^{\prime} \subset A$ such that $\left|A^{\prime}\right| \gg|A|$ and $\left|A^{\prime}+A^{\prime}\right| \ll\left|A^{\prime}\right|$.
Proof. One direction is Theorem 6.6 together with the Corollary to Lev's lemma. In the other direction we have, by (6.2'),

$$
E(A, A) \geq E\left(A^{\prime}, A^{\prime}\right) \geq\left|A^{\prime}\right|^{4} /\left|A^{\prime}+A^{\prime}\right| \gg\left|A^{\prime}\right|^{3} \gg|A|^{3}
$$

An alternate but useful version of Theorem 6.6 is as follows:
Theorem 6.6A. If $S \subset A \times A$ with $|S| \geq \beta|A|^{2}$ and $\#\{a+b:(a, b) \in S\} \leq(1 / \beta)|A|$ for some given $\beta>0$ then $A$ contains a subset $A^{\prime}$ such that $\left|A^{\prime}\right| \geq c|A|$ and $\left|2 A^{\prime}\right| \leq C\left|A^{\prime}\right|$ where $c$ and $C$ depend on $\beta$ only (we can take $c=2^{-12} \beta^{30}$ and $C=2^{38} \beta^{-96}$ ).

Proof. Let $X=\{a+b:(a, b) \in S\}$ and $r_{S}(x)=\#\{(a, b) \in S: a+b=x\}$. Therefore

$$
|S|^{2}=\left(\sum_{x \in X} r_{S}(x)\right)^{2} \leq|X| \sum_{x \in X} r_{S}(x)^{2} \leq|X| E(A, A)
$$

Hence $E(A, A) \geq|S|^{2} /|X| \geq \beta^{3}|A|^{3}$, and the result follows from Theorem 6.6 with $\alpha=\beta^{3}$.
Corollary 6.7. If $A \subset \mathbb{Z}^{k}$ with $|A|=m$ and $E(A, A) \geq \alpha m^{3}$ then there exists a generalized arithmetic progression $Q$ of cardinality at most $V(\alpha) m$ and dimension at most $d(\alpha)$ such that $|A \cap Q| \geq c(\alpha) m$, where $V(\alpha), d(\alpha)$ and $c(\alpha)$ depend only on $\alpha$.

Proof. By Theorem 6.6 there exists $A^{\prime} \subset A$ for which $\left|A^{\prime}\right| \geq c(\alpha)|A|$ and $\left|A^{\prime}-A^{\prime}\right| \leq$ $C(\alpha)\left|A^{\prime}\right|$. By the Freiman-Ruzsa Theorem there exists a generalized arithmetic progression $Q$ which contains $A^{\prime}$, with $\operatorname{dim}(Q) \leq d(\alpha)$ and cardinality $\leq V(\alpha)\left|A^{\prime}\right|$. The result follows as $A^{\prime} \subset A \cap Q$.

The following result will be very useful in studying four-term arithmetic progressions in the next chapter.

Corollary 6.8. Let $B \subset \mathbb{Z} / p \mathbb{Z}$ be a set with $|B|=\beta p$, and let $\phi: B \rightarrow \mathbb{Z} / p \mathbb{Z}$ be such that

$$
\#\{a, b, c, d \in B: a-b=c-d \text { and } \phi(a)-\phi(b)=\phi(c)-\phi(d)\} \geq \alpha p^{3} .
$$

Then there exist constants $\gamma$ and $\eta$, depending only on $\alpha$ and $\beta$, $a \mathbb{Z} /$ pZ-arithmetic progression $P$ of cardinality at least $N^{\gamma}$ and integers $\lambda$ and $\mu$ for which $\phi(s)=e(2 \lambda s+\mu)$ for at least $\eta|P|$ values of $s \in B \cap P$. The constants can be taken to be polynomial in $\alpha$.
Proof. If $A=\left\{(a, \phi(a)) \in(\mathbb{Z} / p \mathbb{Z})^{2}: a \in B\right\}$ then $E(A, A) \geq \alpha p^{3} \geq \alpha m^{3}$ where $m=|A|=$ $|B| \in[\beta p, p]$. We then proceed as in Corollary 6.7 except we can now use the FreimanRuzsa theorem in a finite group (see ${ }^{* * *}$ ), so that the relevant constants are all polynomial in $\alpha$.

Write $Q=\left\{b+a_{1} n_{1}+\ldots+a_{d} n_{d}: 0 \leq n_{i} \leq N_{i}-1\right\}$ where $1 \leq N_{1} \leq N_{2} \leq \ldots \leq N_{d}$ and $p \geq N_{1} N_{2} \ldots N_{d} \geq c(\alpha) p$. (Note that the $a_{j} \in(\mathbb{Z} / p \mathbb{Z})^{2}$.) Therefore $N_{d} \geq(c(\alpha) p)^{1 / d}$. We can partition of $Q$ as the union of the arithmetic progressions $Q_{\mathbf{n}}:=\left\{b_{\mathbf{n}}+a_{d} n_{d}: 0 \leq\right.$ $\left.n_{i} \leq N_{d}-1\right\}$ over each fixed $\mathbf{n}:=\left(n_{1}, \ldots, n_{d-1}\right)$ with $0 \leq n_{i} \leq N_{i}-1$ for $1 \leq i \leq d-1$. Hence there exists $\mathbf{m}$ such that

$$
\left|A \cap Q_{\mathbf{m}}\right| \geq \frac{1}{N_{1} N_{2} \ldots N_{d-1}} \sum_{\mathbf{n}}\left|A \cap Q_{\mathbf{n}}\right|=\frac{|A \cap Q| N_{d}}{|Q|} \geq \frac{c(\alpha) m\left|Q_{\mathbf{m}}\right|}{V(\alpha) m}
$$

Now write $Q_{\mathbf{m}}=\left\{(b, c)+n(u, v): 0 \leq n \leq N_{d}\right\}$ and then take $P=\{b+n u: 0 \leq$ $\left.n \leq N_{d}\right\}$, so that $|P \cap B|=\left|A \cap Q_{\mathbf{m}}\right| \geq \eta|P|$, where $\eta=c(\alpha) / V(\alpha)$. Note that for each $h=b+n u \in P \cap B$ we have $\phi(b)=c+n v=\mu+2 \lambda h$ for some $\lambda, \mu \in \mathbb{F}_{p}$, as long as $u \neq 0$. But it is clear that $u \neq 0$ else $P=\{b\}$, so that $\left|A \cap Q_{\mathbf{m}}\right|=|P \cap B|=1$, which is a contradiction.

## Szemerédi's Theorem

We will develop a strategy to prove, by analytic methods,
Szemerédi's Theorem. For any $\delta>0$ and integer $k \geq 3$, there exists an integer $N_{k, \delta}$ such that if $N \geq N_{k, \delta}$ and $A \subset\{1,2, \ldots, N\}$ with $|A| \geq \delta N$ then $A$ contains an arithmetic progression of length $k$.

This strategy is based on Roth's proof for $k=3$, given in section *. We will give a complete proof for $k=4$, and give a complete proof for general $k$ assuming one particularly difficult conjecture, that has recently been proved.

Three term arithmetic progresions and Parallellograms. We return to the proof of Roth's Theorem, and look to re-interpret it. Let $A, B, C \in \mathbb{F}_{p}$ The number of three term arithmetic progressions $a, b, c$ with $a \in A, b \in B, c \in C$, minus the expected amount, namely $|A||B||C| / p$, is $\frac{1}{p} \sum_{m=1}^{p-1} \hat{A}(m) \hat{B}(-2 m) \hat{C}(m)$. The square of the absolute value of this error term is, by Cauchying,

$$
\leq \frac{1}{p} \sum_{m=1}^{p-1}|\hat{B}(-2 m)|^{2} \cdot \frac{1}{p} \sum_{m=1}^{p-1}|\hat{A}(m) \hat{C}(m)|^{2} \leq|B|\left(\sum_{\substack{a, a^{\prime} \in A, c, c^{\prime} \in C \\ a+c=a^{\prime}+c^{\prime}}} 1-\frac{|A|^{2}|C|^{2}}{p}\right)
$$

One can re-parametrize solutions to $a+c=a^{\prime}+c^{\prime}$ as $a^{\prime}=a+h_{1}, c^{\prime}=a+h_{2}$ so that $c=a+h_{1}+h_{2}$, in other words, these are the four vertices of a parallelogram projected onto the real axis. So, if $A=B=C$ has $\delta p$ elements then

$$
\begin{align*}
& \left|\frac{1}{p^{2}} \sum_{a, d \in \mathbb{F}_{p}} A(a) A(a+d) A(a+2 d)-\delta^{3}\right|^{2} \\
\leq & \delta\left(\frac{1}{p^{3}} \sum_{a, h_{1}, h_{2} \in \mathbb{F}_{p}} A(a) A\left(a+h_{1}\right) A\left(a+h_{2}\right) A\left(a+h_{1}+h_{2}\right)-\delta^{4}\right) . \tag{8.1}
\end{align*}
$$

In other words the error term in the number of 3 -term arithmetic progressions in $A$ is bounded by the error term in the count of the number of parallelograms in $A$. (Note that an arithmetic progression is the special case $h_{1}=h_{2}=d$.) Rather surprisingly it is this observation that generalizes to 4 -term arithmetic progressions and beyond.

One complication in these calculations is that we always have to subtract the "main term". This can be dealt with by replacing $A(x)$ by

$$
f_{A}(x)=A(x)-\delta=\left\{\begin{array}{ll}
1-\delta & \text { if } x \in A \\
-\delta & \text { otherwise }
\end{array} .\right.
$$

This also has the advantage of simplifying the Fourier transforms, since now $\hat{f}(m)=\hat{A}(m)$ if $m \neq 0$, and $\hat{f}(0)=0$.

Write $A(a) A(a+d) A(a+2 d)=(f(a)+\delta)(f(a+d)+\delta)(f(a+2 d)+\delta)$ and expand. We get the "main term" $\delta^{3}$ and the key term which is $A(a) A(a+d) A(a+2 d)$. In all of the other terms we have a sum over at least as many variables as functions, so the sum is zero; for example

$$
\sum_{a, d \in \mathbb{F}_{p}} f(a) f(a+2 d)=\sum_{a, b \in \mathbb{F}_{p}} f(a) f(b)=0
$$

writing $b=a+2 d$. Hence $\sum_{a, d} A(a) A(a+d) A(a+2 d)-\delta^{3}=\sum_{a, d} f(a) f(a+d) f(a+2 d)$. Similar remarks can be made about the sum over the parallellograms. Hence the above inequality becomes

$$
\begin{align*}
& \left|\frac{1}{p^{2}} \sum_{a, d \in \mathbb{F}_{p}} f(a) f(a+d) f(a+2 d)\right|^{2} \\
\leq & \delta\left(\frac{1}{p^{3}} \sum_{a, h_{1}, h_{2} \in \mathbb{F}_{p}} f(a) f\left(a+h_{1}\right) f\left(a+h_{2}\right) f\left(a+h_{1}+h_{2}\right)\right) . \tag{8.2}
\end{align*}
$$

Moreover this type of result is true if we replace $f_{A}(a) f_{A}(a+d) f_{A}(a+2 d)$ by $f_{A}(a) f_{B}(a+$ $\beta d) f_{C}(a+\gamma d)$. We also observe that for any function $f$ we have

$$
\begin{equation*}
\frac{1}{p^{3}} \sum_{a, h_{1}, h_{2} \in \mathbb{F}_{p}} f(a) \overline{f\left(a+h_{1}\right)} \overline{f\left(a+h_{2}\right)} f\left(a+h_{1}+h_{2}\right)=\frac{1}{p^{4}} \sum_{m \in \mathbb{F}_{p}}|\hat{f}(m)|^{4} \tag{8.3}
\end{equation*}
$$

Do we need anything more than Fourier transforms?. In our proof of Roth's Theorem, and above, we saw that if $|A|=\delta p$ and each $\left|\hat{f}_{A}(m)\right|=o(p)$ then $A$ contains $\sim \delta^{3} p^{2} 3$-term arithmetic progressions, the number that one gets in a randomly chosen set of $\delta p$ elements. In analogy we want an analytic condition that implies that $A$ contains $\sim \delta^{4} p^{3} 4$-term arithmetic progressions (which is what holds for a randomly chosen set of $\delta p$ elements). We now give an example to show that $\left|\hat{f}_{A}(m)\right|=o(p)$ cannot be that condition.

Let $(t)_{p}$ be the least residue of $t(\bmod p)$ in absolute value; in other words $(t)_{p} \equiv t$ $(\bmod p)$ and $\left|(t)_{p}\right|<p / 2$. Note that $\left|(t)_{p}\right|=p\|t / p\|$. Let $A=A_{\delta}:=\left\{a \leq p:\left|\left(a^{2}\right)_{p}\right| \leq D\right\}$, where $D=[\delta p / 2]$. The characteristic function for $A$ can be written as:

$$
A(a)=\sum_{d=-D}^{D} \frac{1}{p} \sum_{j=0}^{p-1} e\left(\frac{j\left(d-a^{2}\right)}{p}\right)= \begin{cases}1 & \text { if } a \in A \\ 0 & \text { otherwise }\end{cases}
$$

Hence, for $m \neq 0$,

$$
\hat{A}(m)=\sum_{a=0}^{p-1} A(a) e\left(\frac{a m}{p}\right)=\frac{1}{p} \sum_{j=0}^{p-1} \sum_{d=-D}^{D} e\left(\frac{j d}{p}\right) \sum_{a=0}^{p-1} e\left(\frac{a m-j a^{2}}{p}\right) .
$$

Now if $j \neq 0$ then the sum over $a$ has size $\leq 2 \sqrt{p}$ by Lemma 4.1*; if $j=0$ then the sum is 0 since $m \neq 0$ and we are this summing up a geometric progression. Therefore

$$
\begin{equation*}
|\hat{A}(m)| \leq \frac{2}{\sqrt{p}} \sum_{j=1}^{p-1}\left|\sum_{d=-D}^{D} e\left(\frac{j d}{p}\right)\right| \leq \frac{2}{\sqrt{p}} \sum_{j=1}^{p-1} \min \left\{2 D+1, \frac{1}{2\|j / p\|}\right\} \ll \sqrt{p} \log p \tag{8.3b}
\end{equation*}
$$

Exercise: Prove the last inequality. Hence each Fourier coefficient is small, and so by the previous subsection ${ }^{4}$ we know that $A$ contains $\sim|A|^{3} / p$ arithmetic progressions. For $m=0$ the term with $j=0$ is exactly $2 D+1$, and otherwise the argument is the same, hence $|A|=\hat{A}(0)=2 D+O(\sqrt{p} \log p)=\delta p+O(\sqrt{p} \log p)$, and the hence the number of three term arithmetic progressions in $A_{\delta}$ is $\sim \delta^{3} p^{2}$.

Now suppose that we have a three term arithmetic progression $a, a+d, a+2 d \in A_{\delta / 7}$. Now $(a+3 d)^{2}-3(a+2 d)^{2}+3(a+d)^{2}-a^{2}=0$ and hence $\left|\left((a+3 d)^{2}\right)_{p}\right| \leq 3\left|\left((a+2 d)^{2}\right)_{p}\right|+$ $3\left|\left((a+d)^{2}\right)_{p}\right|+\left|\left(a^{2}\right)_{p}\right| \leq \delta$; and so $a, a+d, a+2 d, a+3 d$ is a 4 -term arithmetic progression in $A_{\delta}$. But then the number of 4 -term arithmetic progressions in $A_{\delta}$ is $\gtrsim(\delta / 7)^{3} p^{2}$ which is significantly larger than the "expected" $\delta^{4} p^{2}$ when $\delta<1 / 7^{3}$. So we have seen, in this example, a case where all of the Fourier coefficients are small, yet there are not the expected number of four term arithmetic progressions.
Exercise: Prove that there are $\gtrsim\left(2 \delta /\left(k^{2}-2 k-1\right)\right)^{3} p^{2} k$-term arithmetic progressions. (Hint: Find identities for $(a+j d)^{2}$ as a linear combination of $a^{2},(a+d)^{2}$ and $(a+2 d)^{2}$ for all integers $j$.)

Parallellopipeds. We work with the discrete derivatives, $\delta_{h}(g)(x):=g(x)-g(x+h)$, and in the multiplicative form $\Delta_{h}(f)(x):=f(x) \overline{f(x+h)}$. We see the connection between the two notions: $\Delta_{h}\left(e^{g}\right)=e^{\delta_{h}(g)}$ We define higher derivatives such as $\delta_{h_{1}, h_{2}}(g)=\delta_{h_{2}}\left(\delta_{h_{1}}(g)\right)$ (notice that the order of the $h_{i}$ does not effect the value), and in general

$$
\Delta_{h_{1}, h_{2}, \ldots, h_{k}}(f)=\Delta_{h_{k}}\left(\Delta_{h_{1}, h_{2}, \ldots, h_{k-1}}(f)\right)=\prod_{\omega \in\{0,1\}^{k}} f^{(\omega)}(x+\omega \cdot h)
$$

where $\omega=\left(\omega_{1}, \ldots, \omega_{k}\right)$ and $h=\left(h_{1}, \ldots, h_{k}\right)$, and $f^{(\omega)}=f$ if $\sum_{i} \omega_{i}$ is even, and $f^{(\omega)}=\bar{f}$ if $\sum_{i} \omega_{i}$ is odd.

Like continuous derivatives $\delta_{h}(P)$ has the property that it reduces the degree of a polynomial $P$ by one; in particular if $P$ is a constant then $\delta_{h}(P)=0$. More generally if $P$ is a polynomial of degree $k-1$ then $\delta_{h_{1}, h_{2}, \ldots, h_{k}}(P)=0$ for any choice of the $h_{i}^{\prime} s$, and so $\Delta_{h_{1}, h_{2}, \ldots, h_{k}}\left(e^{i P(x)}\right)=1$. If $P$ has degree $k$ and leading coefficient $P_{0}$ then $\Delta_{h_{1}, h_{2}, \ldots, h_{k}}\left(e^{i g(x)}\right)=e^{i(-1)^{k} k!P_{0} h_{1} \ldots h_{k}}$.
Exercise: Prove that if $f(x)=e^{i P(x)} g(x)$ where $P$ is a polynomial of degree $<k$ then

$$
\Delta_{h_{1}, h_{2}, \ldots, h_{k}}(f(x))=\Delta_{h_{1}, h_{2}, \ldots, h_{k}}(g(x)) .
$$

We now define the Gowers' $U^{k}$-norms. To do so it is convenient to borrow notation from probability theory, even though we are working with determined sums: Instead of writing $\frac{1}{p} \sum_{x \in \mathbb{F}_{p}}$ we will write $\mathbb{E}_{x \in \mathbb{F}_{p}}$; this is convenient since the notation keeps track of much of the re-normalization that takes place in the proofs. The Gowers' $U^{k}$-norms is a measure of the size of the $k$ th discrete derivatives of a a given function $f$, as we average all possible derivatives. So suppose that $G$ is a given finite abelian group. Then $\|f\|_{U^{k}(G)}$ is the non-negative real number given by

$$
\|f\|_{U^{k}(G)}^{2^{k}}:=\mathbb{E}_{x, h_{1}, \ldots, h_{k} \in G}\left(\Delta_{h_{1}, h_{2}, \ldots, h_{k}} f(x)\right) .
$$

${ }^{4}$ Or by Proposition 3.1 together with the Equidistribution Theorem.

Note that $\|f\|_{U^{0}}=\|f\|_{U^{1}}=\mathbb{E}_{x \in G} f(x)$ and $\|f\|_{U^{1}}=\left|\mathbb{E}_{x \in G} f(x)\right|$. One deduces from the definition that

$$
\begin{equation*}
\|f\|_{U^{k}(G)}^{2^{k}}=\left\|\mathbb{E}_{h \in \mathbb{F}_{p}}\left(\Delta_{h} f\right)\right\|_{U^{k-1}(G)}^{2^{k-1}}=\mathbb{E}_{h \in \mathbb{F}_{p}}\left\|\left(\Delta_{h} f\right)\right\|_{U^{k-1}(G)}^{2^{k-1}} . \tag{8.4}
\end{equation*}
$$

What does the Gowers' norm measure? We can determine when it equals 1:
Exercise: Show that if $\|f\|_{U^{k}(G)}=1$ then $f(x)=e^{i P(x)}$ where $P$ is a polynomial of degree $<k$. (Hint: First show that if $\|f\|_{U^{k}(G)}=1$ then $\Delta_{h_{1}, h_{2}, \ldots, h_{k}}(f(x))=1$ for all $h_{i}, x$, and then use induction on $k$.)

The key question is to understand when the Gowers' $U^{k}$-norm is "large", that is $\|f\|_{U^{k}(G)}>\delta$ for some fixed $\delta>0$. We begin our study of the Gowers' $U^{2}$-norm by noting that the last equation of the previous section yields

$$
\begin{equation*}
\|f\|_{U^{2}}^{4}=\frac{1}{p^{4}} \sum_{m \in \mathbb{F}_{p}}|\hat{f}(m)|^{4}=\|\hat{f}\|_{4}^{4} \tag{8.5}
\end{equation*}
$$

so that $\|f\|_{U^{2}}=\|\hat{f}\|_{4}$. We can deduce a Cauchy-Schwarz type result:
Lemma 7.1. For any $f, g: \mathbb{F}_{p} \rightarrow \mathbb{U}=\{z:|z| \leq 1\}$, we have

$$
\mathbb{E}_{n \in \mathbb{F}_{p}}\left|E_{m \in \mathbb{F}_{p}} f(m) \overline{g(n-m)}\right|^{2} \leq\|f\|_{U^{2}}^{2}\|g\|_{U^{2}}^{2}
$$

Proof. First observe that

$$
\frac{1}{p} \sum_{r}|\hat{f}(r) \hat{g}(r)|^{2}=\sum_{\substack{a, b, c, d \\ a+b=c+d}} f(a) g(b) \bar{f}(c) \bar{g}(d)=\sum_{n}\left|\sum_{m} f(m) \overline{g(n-m)}\right|^{2}
$$

The square of the left side is, by the Cauchy-Schwartz inequality and (8.5),

$$
\leq \frac{1}{p} \sum_{r}|\hat{f}(r)|^{4} \cdot \frac{1}{p} \sum_{r}|\hat{g}(r)|^{4}=p^{6}\|f\|_{U^{2}}^{4}\|g\|_{U^{2}}^{4}
$$

We have a good understanding of when the Gowers' $U^{2}$-norm is "large".
Lemma 8.1. (The Inverse Theorem for the Gowers' $U^{2}$-norm) Let $m$ be chosen to maximize $|\hat{f}(m)|$. Then $|\hat{f}(m) / p| \leq\|f\|_{U^{2}}$; and, if each $|f(x)| \leq 1$ then $\|f\|_{U^{2}} \leq|\hat{f}(m) / p|^{1 / 2}$. Proof. Now $|\hat{f}(m)|^{4} \leq \sum_{r}|\hat{f}(r)|^{4}=\|f\|_{U^{2}}^{4} p^{4}$, implying the first inequality. On the other hand, we have $\sum_{r}|\hat{f}(r)|^{2}=p \sum_{x}|f(x)|^{2} \leq p^{2}$ by Parseval's identity, and so

$$
\|f\|_{U^{2}}^{4} p^{4}=\sum_{r}|\hat{f}(r)|^{4} \leq|\hat{f}(m)|^{2} \sum_{r}|\hat{f}(r)|^{2} \leq p^{2}|\hat{f}(m)|^{2}
$$

and the second inequality follows.

The reason this is called an Inverse Theorem is that it gives us precise "if and only if" conditions for when $\|f\|_{U^{2}}$ is large; that is, $\|f\|_{U^{2}} \gg 1$ if and only if there exists some $m$ such that $\frac{1}{p} \sum_{n(\bmod p)} f(n) e\left(-\frac{m n}{p}\right) \gg 1$, that is $f(x)$ "correlates" with some $e\left(\frac{m x}{p}\right)$, the exponential of a linear polynomial in $x$. Perhaps this is not so surprising since $\left\|e\left(\frac{m x}{p}\right)\right\|_{U^{2}}=1$.

More generally we know that $\left\|e^{i P(x)}\right\|_{U^{k}}=1$ when $P$ is a polynomial of degree $<k$. So perhaps $\|f\|_{U^{k}} \gg 1$ if and only if $f(x)$ "correlates" with $e^{i P(x)}$ for some polynomial $P$ of degree $<k$ ? Keep this thought in mind as we begin our study of higher Gowers' norms with a technical Cauchy-Schwarz type lemma:

What if for each $\omega$ we had a different function $f_{\omega}$ ? How would this affect things?
Proposition 8.4. (Gowers-Cauchy-Schwarz inequality) We have

$$
\left|\mathbb{E}_{x, h_{1}, \ldots, h_{k} \in \mathbb{F}_{p}}\left(\prod_{\omega \in\{0,1\}^{k}} f_{\omega}^{(\omega)}(x+\omega \cdot h)\right)\right| \leq \prod_{\omega \in\{0,1\}^{k}}\left\|f_{\omega}\right\|_{U^{k}(G)} .
$$

Proof. By induction on $k$. For $k=0$ this is trivial, so suppose that $k \geq 1$. For given $\nu \in\{0,1\}^{k-1}$ define $g_{\nu, h_{k}}(x)=f_{\nu \cup\{0\}}(x) \bar{f}_{\nu \cup\{1\}}\left(x+h_{k}\right)$, so that

$$
\prod_{\omega \in\{0,1\}^{k}} f_{\omega}^{(\omega)}(x+\omega \cdot h)=\prod_{\nu \in\{0,1\}^{k-1}} f_{\nu \cup\{0\}}^{(\nu)}\left(x+\nu \cdot h^{\prime}\right) \bar{f}_{\nu \cup\{1\}}^{(\nu)}\left(x+h_{k}+\nu \cdot h^{\prime}\right)
$$

where $h^{\prime}=\left(h_{1}, \ldots, h_{k-1}\right)$; and so our expectation is

$$
\mathbb{E}_{h_{1}, \ldots, h_{k-1} \in \mathbb{F}_{p}}\left(\mathbb{E}_{x \in \mathbb{F}_{p}} \prod_{\nu \in\{0,1\}^{k-1}} f_{\nu \cup\{0\}}^{(\nu)}\left(x+\nu \cdot h^{\prime}\right) \cdot \mathbb{E}_{y \in \mathbb{F}_{p}} \prod_{\nu \in\{0,1\}^{k-1}} \bar{f}_{\nu \cup\{1\}}^{(\nu)}\left(y+\nu \cdot h^{\prime}\right)\right)
$$

replacing the variable $h_{k}$ by $y=x+h_{k}$. The square of this is, by Cauchy-Schwarz,

$$
\begin{aligned}
& \leq \prod_{j=0}^{1} \mathbb{E}_{h_{1}, \ldots, h_{k-1} \in \mathbb{F}_{p}}\left|\mathbb{E}_{x \in \mathbb{F}_{p}} \prod_{\nu \in\{0,1\}^{k-1}} f_{\nu \cup\{j\}}^{(\nu)}\left(x+\nu \cdot h^{\prime}\right)\right|^{2} \\
& \leq \prod_{j=0}^{1} \mathbb{E}_{x, h_{1}, \ldots, h_{k} \in \mathbb{F}_{p}} \prod_{\nu \in\{0,1\}^{k-1}} f_{\nu \cup\{j\}}^{(\nu)}\left(x+\nu \cdot h^{\prime}\right) \bar{f}_{\nu \cup\{j\}}^{(\nu)}\left(x+\nu \cdot h^{\prime}+h_{k}\right)
\end{aligned}
$$

by letting the second variable be $x+h_{k}$ when we expand the square out. The result follows from the induction hypothesis.
Corollary 8.3. $\|f\|_{U^{1}(G)} \leq\|f\|_{U^{2}(G)} \leq\|f\|_{U^{3}(G)} \leq \ldots$.
Proof. If $f_{\nu \cup\{0\}}=f$ and $f_{\nu \cup\{1\}}=1$ then Proposition 8.4 gives that $\|f\|_{U^{k-1}(G)} \leq$ $\|f\|_{U^{k}(G)}$.

The connection between arithmetic progressions and Gowers' norms, that we saw for the $U^{2}$-norm in the previous section, will be proved in some generality. The key result is to show that we can express the count for the number of $k$-term arithmetic progressions in certain sets in terms of all of the vertices of a $(k-1)$-dimensional parallelipiped being in one of the sets.

The Generalized Von Neumann Theorem. Suppose that each $\left|g_{j}(x)\right| \leq 1$. For any distinct $c_{1}, c_{2}, \ldots, c_{k}$ we have

$$
\left|\mathbb{E}_{a, d \in \mathbb{F}_{p}} \prod_{j=1}^{k} g_{j}\left(a+c_{j} d\right)\right| \leq\left\|g_{k}\right\|_{U^{k-1}(G)}
$$

Proof. By induction on $k \geq 2$. For $k=2$ the left side is just the product of two independent sums, that is it equals $\prod_{j=1}^{2}\left|\mathbb{E}_{m \in \mathbb{F}_{p}} g_{j}(m)\right|$. Now, by Cauchying we have

$$
\left|\mathbb{E}_{m \in \mathbb{F}_{p}} g(m)\right|^{2}=\mathbb{E}_{m, n \in \mathbb{F}_{p}} g(m) \bar{g}(n)=\mathbb{E}_{m, h \in \mathbb{F}_{p}} g(m) \bar{g}(m+h)=\|g\|_{U^{1}(G)}^{2}
$$

writing $n=m+h$. The result follows since each $\left\|g_{j}\right\|_{U^{1}(G)} \leq 1$.
For $k \geq 3$ the proof is more interesting. The left side is $\leq \mathbb{E}_{a \in \mathbb{F}_{p}}\left|\mathbb{E}_{d \in \mathbb{F}_{p}} \prod_{j=2}^{k} g_{j}\left(a+c_{j} d\right)\right|$ since each $\left|g_{1}(a)\right| \leq 1$. Cauchying we see that the square is

$$
\leq \mathbb{E}_{a \in \mathbb{F}_{p}} \mathbb{E}_{d, D \in \mathbb{F}_{p}} \prod_{j=2}^{k} g_{j}\left(a+c_{j} d\right) \bar{g}_{j}\left(a+c_{j} D\right)
$$

We now change variables: Let $x=a+c_{k} d$ and $h=c_{k}(D-d)$. Then let $\gamma_{j}=c_{j}-c_{k}$ and $\rho_{j}=c_{j} / c_{k}$, so that $g_{j}\left(a+c_{j} d\right) \bar{g}_{j}\left(a+c_{j} D\right)=g_{j}\left(x+\gamma_{j} d\right) \bar{g}_{j}\left(x+\gamma_{j} d+\rho_{j} h\right)=\Delta_{\rho_{j} h} g_{j}\left(x+\gamma_{j} d\right)$. Therefore the above is

$$
\mathbb{E}_{h \in \mathbb{F}_{p}} \mathbb{E}_{x, d \in \mathbb{F}_{p}} \prod_{j=2}^{k} \Delta_{\rho_{j} h} g_{j}\left(x+\gamma_{j} d\right)
$$

We now use the induction hypothesis, for each $h$, since we now have the product of $k-1$ functions, to obtain an upper bound of

$$
\mathbb{E}_{h \in \mathbb{F}_{p}}\left\|\Delta_{h} g_{k}\right\|_{U^{k-2}(G)}
$$

since $\rho_{k}=1$. We now Cauchy this $k-2$ times to obtain

$$
\left|\mathbb{E}_{a, d \in \mathbb{F}_{p}} \prod_{j=1}^{k} g_{j}\left(a+c_{j} d\right)\right|^{2^{k-1}} \leq \mathbb{E}_{h \in \mathbb{F}_{p}}\left\|\Delta_{h} g_{k}\right\|_{U^{k-2}(G)}^{2^{k-2}}=\left\|g_{k}\right\|_{U^{k-1}(G)}^{2^{k-1}}
$$

by (8.4), which is the result.

## The $U^{k-1}$ Gowers' norm and $k$-term arithmetic progressions.

At the end of $\S 8.1$ we saw that when considering arithmetic progressions it is typographically easier to consider "balanced functions"; that is $f$ for which $\hat{f}(0)=0$. Let us see how this works in this more general context:

Theorem 8.5. Let $A_{j}, 1 \leq j \leq k$ be given subsets of $\mathbb{F}_{p}$ of size $\delta_{j} p$, and define $f_{j}(x)=$ $A_{j}(x)-\delta_{j}$. Then

$$
\left|\mathbb{E}_{a, d \in \mathbb{F}_{p}} A_{1}(a+d) A_{2}(a+2 d) \ldots A_{k}(a+k d)-\delta_{1} \ldots \delta_{k}\right|<\prod_{j}\left(1+\delta_{j}\right) \max _{j}\left\|f_{j}\right\|_{U^{k-1}\left(\mathbb{F}_{p}\right)}
$$

There is a particular case of interest: If $A_{j}=A$ for all but at most two values of $j$ then the upper bound can be taken to be $<\prod_{j}\left(1+\delta_{j}\right)\left\|f_{A}\right\|_{U^{k-1}\left(\mathbb{F}_{p}\right)}$.

Proof. We have that

$$
\mathbb{E}_{a, d \in \mathbb{F}_{p}}\left(\prod_{j} A_{j}(a+j d)\right)-\delta_{1} \ldots \delta_{k}=\sum_{\substack{J \subset\{1, \ldots, k\} \\ J \neq \emptyset}}\left(\prod_{i \notin J} \delta_{i}\right) E_{a, d \in \mathbb{F}_{p}}\left(\prod_{j \in J} f_{j}(a+j d)\right)
$$

By the Generalized Von Neumann Theorem this is, in absolute value

$$
\leq \sum_{\substack{J \subset\{1, \ldots, k\} \\ J \neq \emptyset}}\left(\prod_{i \notin J} \delta_{i}\right) \min _{j \in J}\left\|f_{j}\right\|_{U^{|J|-1}(G)}
$$

Now each $\delta_{j} \leq 1$, so the result follows from Corollary 8.3.
For the second part of the result, we note that by definition $\left\|f_{j}\right\|_{U^{0}}=\left\|f_{j}\right\|_{U^{1}}=0$, since $\mathbb{E}_{x \in \mathbb{F}_{p}} f_{j}(x)=0$. Now if $J$ has more than two elements then one of the $A_{j}, j \in J$ must be $A$. The result follows.

## The reason for the sequence of Gowers' norms.

The idea is that if $\left\|f_{A}\right\|_{U^{k}}$ is small then $A$ has the expected number of $(k+1)$-term arithmetic progressions. We now construct an example of $A$ such that $\left\|f_{A}\right\|_{U^{k}}$ is small and $A$ has the expected number of $j$-term arithmetic progressions for each $j, 3 \leq j \leq k+1$, but that $A$ has significantly more $(k+2)$-term arithmetic progressions than expected.

First though we prove the following result on exponential sums:
Lemma 4.1**. For any polynomial $f\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{F}_{p}\left[x_{1}, \ldots, x_{m}\right]$ of degree $d$ with $p>$ $d \geq 1$, there are $\leq d p^{m-1}$ solutions of $f\left(x_{1}, \ldots, x_{m}\right)=0$. Moreover

$$
\left|\sum_{x_{1}, \ldots, x_{m} \in \mathbb{F}_{p}} e\left(\frac{f\left(x_{1}, \ldots, x_{m}\right)}{p}\right)\right|<_{d, k} p^{m\left(1-1 / 2^{d-1}\right)}
$$

Proof. Throughout we shall let $x_{1}^{k}$ be the highest power of any variable in $f$, for some $k \geq 1$, and suppose that this appears in $f$ as $x_{1}^{k} g\left(x_{2}, \ldots, x_{m}\right)$ for some polynomial $g$ of degree $\leq d-k$.

We begin by proving the first result by induction. For $m=1$ the result is the fundamental theorem of algebra. For more variables let $S:=\left\{\left(x_{2}, \ldots, x_{m}\right): g\left(x_{2}, \ldots, x_{m}\right)=\right.$

0\}. If $\left(x_{2}, \ldots, x_{m}\right) \notin S$ then there are $\leq k$ values of $x_{1}$ for which $f\left(x_{1}, \ldots, x_{m}\right)=0$. There are $\leq p|S|$ solutions of $f\left(x_{1}, \ldots, x_{m}\right)=0$ with $\left(x_{2}, \ldots, x_{m}\right) \in S$. Hence the total number of solutions is $\leq k p^{m-1}+p|S| \leq k p^{m-1}+p(d-k) p^{m-2}$, and the result follows.

Now for the second part of the lemma, note that there are $\leq(d-k) p^{m-1}$ choices of $\left(x_{1}, \ldots, x_{m}\right)$ for which $g\left(x_{2}, \ldots, x_{m}\right)=0$; each of these terms we bound by 1 . Otherwise we apply Lemma $4.1^{*}$ to bound the sum over $x_{1}$, so that in total our bound is $\leq(d-$ $k) p^{m-1}+2 p^{m-1 / 2^{k-1}}$, and the result follows.

Example. Let $A=A_{\delta}:=\left\{a \leq p:\left|\left(a^{k}\right)_{p}\right| \leq D\right\}$, where $D=[\delta p / 2]$. We will prove that $\left\|f_{A}\right\|_{U^{d}} \ll 1 / p^{d / 2^{d+k}}$ if $d \leq k$, and $\left\|f_{A}\right\|_{U^{k+1}} \geq \delta$ if $\delta \leq 1 / 2$ and $p$ is sufficiently large.

Proof. Let $c_{0}=0$ and $c_{j}:=\sum_{d=-D}^{D} e\left(\frac{-j d}{p}\right)$ if $j \neq 0$ so that

$$
f_{A}(x)=\mathbb{E}_{j \in \mathbb{F}_{p}} c_{j} e\left(\frac{j x^{k}}{p}\right)
$$

Let $\sigma(\omega)=1$ if $\sum_{i} \omega_{i}$ is even, and $\sigma(\omega)=-1$ if $\sum_{i} \omega_{i}$ is odd, so that

$$
\left\|f_{A}\right\|_{U^{d}}^{2^{d}}:=\mathbb{E}_{j_{\omega} \in \mathbb{F}_{p}, \omega \in\{0,1\}^{d}} \prod_{\omega \in\{0,1\}^{d}} c_{j_{\omega}}^{(\omega)} \mathbb{E}_{x, h_{1}, \ldots, h_{d} \in \mathbb{F}_{p}} e\left(\frac{\sum_{\omega \in\{0,1\}^{d}} j_{\omega} \sigma(\omega)(x+\omega \cdot h)^{k}}{p}\right)
$$

By Lemma $4.1^{* *}$, if the polynomial $\sum_{\omega \in\{0,1\}^{d}} j_{\omega} \sigma(\omega)(x+\omega \cdot h)^{k}$ is not identically zero then the last expectation is $\ll p^{-(d+1) / 2^{k-1}}$. Taking absolute values, the sum over all such terms, is bounded by this multiplied by $\leq\left|\mathbb{E}_{j \in \mathbb{F}_{p}}\right| c_{j}| |^{2^{d}}$, and

$$
\mathbb{E}_{j \in \mathbb{F}_{p}}\left|c_{j}\right| \ll E_{j \in \mathbb{F}_{p}} \min \left\{D, \frac{1}{\|j / p\|}\right\} \ll \log p
$$

as in (8.3b). Hence the contribution is $\ll(C \log p)^{2^{d}} / p^{(d+1) / 2^{k-1}} \ll 1 / p^{d / 2^{k}}$.
We will now prove that if $\sum_{\omega \in\{0,1\}^{d}} j_{\omega} \sigma(\omega)(x+\omega \cdot h)^{k} \equiv 0$, where $d \leq k$ then each $j_{\omega}=$ 0 , and these terms do not contribute to our exponential sum (since $c_{0}=0$ ), so we deduce our claim for $d \leq k$. Now, the coefficient of $h_{1} \ldots h_{d}^{k+1-d}$ is $\frac{k!}{(k+1-d)!} j_{(1, \ldots, 1)} \sigma((1, \ldots, 1))$ since this is the only term which contains all the $h_{i}$. But then $j_{(1, \ldots, 1)}=0$. The coefficient of a monomial where all the $h_{i}$ s appear, except $h_{d}$, is a linear combination of $j_{(1, \ldots, 1,1)}$ and $j_{(1, \ldots, 1,0)}$, each with non-zero coefficients, and so $j_{(1, \ldots, 1,0)}=0\left(\right.$ since $\left.j_{(1, \ldots, 1,1)}=0\right)$. Similarly each $j_{\omega}=0$ if exactly one coordinate of $\omega$ equals 0 . We now consider the coefficients of monomials containing all but two of our variables, and deduce that $j_{\omega}=0$ if exactly two coordinates of $\omega$ equals 0 . Continuing by induction on the number of zero co-ordinates of $\omega$ we deduce that each $j_{\omega}=0$, as claimed.

Now if $d=k+1$ then the above argument does not start in the same way. Indeed the coefficient of $x h_{1} \ldots h_{k}$ is $(-1)^{d+1} d!\left(j_{(1, \ldots, 1,1)}-j_{(1, \ldots, 1,0)}\right)$, and hence $j_{(1, \ldots, 1,0)}=j_{(1, \ldots, 1,1)}$.

If we write $j=j_{(1, \ldots, 1,1)}$ then the above induction hypothesis yields that $j_{\omega}=j$ for all $\omega$. Hence we get scalar multiples of the identity

$$
\sum_{\omega \in\{0,1\}^{k+1}} \sigma(\omega)(x+\omega \cdot h)^{k}=0
$$

The contribution of these terms is

$$
\sum_{j \in \mathbb{F}_{p}}\left(\frac{\left|c_{j}\right|}{p}\right)^{2^{d}} \geq 2 \sum_{1 \leq j \leq p / 6 D}(D / p)^{2^{d}}=\frac{1}{3}(\delta / 2)^{2^{d}-1}
$$

if $\delta<1 / 2$, since $c_{j}=\sum_{d=-D}^{D} \cos \left(\frac{2 \pi j d}{p}\right) \geq D$ when $1 \leq|j| \leq p / 6 D$, and the result follows.
Exercise: Be a little more precise. First show that $c_{j}=\sin \left(\frac{\pi j(2 D+1)}{p}\right) / \sin \left(\frac{\pi j}{p}\right)$. Then, for bounded $j$, approximate the denominator, and give a lower bound on the resulting sum.

Why are $k$-term arithmetic progressions controlled by ( $k-1$ )-dimensional parallellipipeds?. This is not an easy question to answer. One viewpoint is that, parallellipipeds are a generalization of arithmetic progressions with more variables added (which usually makes something easier to estimate). Thus for 3 -term arithmetic progressions we are looking for solutions to $a+c=b+b$ with $a, b, c \in A$, whereas for the $U^{2}$-norm we want solutions to $a+c=b_{1}+b_{2}$ with $a, b_{1}, b_{2}, c \in A$; the arithmetic progression is the special case $b_{1}=b_{2}$. This viewpoint generalizes easily: The $(k-1)$-dimensional parallellipiped one requires $a+\omega \cdot h \in A$ for all $\omega \in\{0,1\}^{k-1}$, where $h=\left(h_{1}, \ldots, h_{k-1}\right)$. The $k$-term arithmetic progression $a+j d, j=0,1, \ldots k-1$ is simply the special case $h_{1}=h_{2}=\ldots=h_{k}=h$.

## The plan for $k$-term arithmetic progressions.

Corollary 8.6. Suppose $A \subset[1, p-1]$ has $\delta p$ elements, and does not contain any nontrivial $k$-term arithmetic progressions. Then either there exists $j$ for which $S_{j}:=\{a \in A$ : $\left.\frac{j-1}{2 k-1} p<a<\frac{j}{2 k-1} p\right\}$ contains $\geq\left(1+\frac{1}{4 k-4}\right) \delta \frac{p}{2 k-1}$ elements, or $\left\|f_{A}\right\|_{U^{k-1}\left(\mathbb{F}_{p}\right)}>\delta^{k} / 2^{k+2}$. Proof. Let $A_{j}=A$ for $1 \leq j \leq k-2$, with $A_{k-1}=S_{2 k-2}$ and $A_{k}=S_{2 k-1}$. We may assume that $\delta_{k-1}, \delta_{k} \geq \frac{\delta}{2}$, else $\left|S_{j}\right| \geq\left(1+\frac{1}{4 k-4}\right) \delta \frac{p}{2 k-1}$ for some $j$. We will show that there are no $k$-term arithmetic progressions, $\bmod p$, with the $j$ th term in $\bar{A}_{j}:=\{a$ $\left.(\bmod p): a \in A_{j}\right\}$ for each $j$. For if the progression is $a+j d, 1 \leq j \leq k$ then $d=$ $(a+k d)-(a+(k-1) d) \in\left(0, \frac{2}{2 k-1} p\right)$. But then $a+j d=(a+k d)-(k-j) \cdot d$ so that $p-0>a+j d>\frac{2 k-2}{2 k-1} p-(k-j) \cdot \frac{2}{2 k-1} p=\frac{2(j-1)}{2 k-1} p>0$, for $1 \leq j \leq k-2$. Hence the arithmetic progression mod $p$, is also an arithmetic progression in $A$, contradicting the hypothesis. We now apply the second part of Theorem 8.5 to the sets $\bar{A}_{j}$ to obtain the result.

Strategy for proving Szemerédi's Theorem:. We wish to show that for given $\delta>0$ and integer $k \geq 3$, there exists a constant $N_{k, \delta}$ such that if $N \geq N_{k, \delta}$ then any subset $A$ of $[1, N]$ with $\delta N$ elements, contains a non-trivial $k$-term arithmetic progression. We prove
this for fixed $k$ first for $\delta$ close to 1 , and then for smaller and smaller $\delta$. If $A$ is a subset of the integers in $[1, N]$ with $\geq(1-1 / k) N+1$ elements then $A$ contains $k$ consecutive elements, and hence a $k$-term arithmetic progression. So now assume $0<\delta \leq 1-1 / k$, and that the result is proved for $\delta+\epsilon$.

Let us suppose that $A$ is a subset of the integers in $[1, N]$ with $\delta N$ elements, which does not contain a non-trivial $k$ term arithmetic progression. Let $p$ be the smallest prime $>N$; we know that $p \leq N+O((N / \log N)$ by the prime number theorem, so that $A \subset$ [1, $p-1]$ with $\{\delta+o(1)\} p$ elements, and does not contain any non-trivial $k$-term arithmetic progression. We need to prove the following steps:
I) Either there exists $j$ for which $S_{j}:=\left\{a \in A: \frac{j-1}{2 k-1} p<a<\frac{j}{2 k-1} p\right\}$ contains $\geq\left(1+\frac{1}{4 k-4}\right) \delta M$ elements where $M:=[p /(2 k-1)]$, or $\left\|f_{A}\right\|_{U^{k-1}\left(\mathbb{F}_{p}\right)}>\delta^{k} / 2^{k+2}$. (Corollary 8.6).

Under our hypothesis the first case cannot hold since $B=\left\{1 \leq n \leq M:\left[\frac{j-1}{2 k-1} p\right]+n \in\right.$ $A\}$ has $\geq\left(1+\frac{1}{4 k-4}\right) \delta M$ elements, so contains a $k$ term arithmetic progression. But this implies that $A$ contains a $k$ term arithmetic progression, which is a contradiction. Hence using (I) we can assume that $\left\|f_{A}\right\|_{U^{k-1}\left(\mathbb{F}_{p}\right)} \gg 1$.
II) If $\left\|f_{A}\right\|_{U^{k-1}\left(\mathbb{F}_{p}\right)} \gg 1$ then there exists a polynomial $\phi(x)$ of degree $\leq k-2$ such that $f_{A}(x)$ "correlates" with $e^{i \phi(x)}$. (The Inverse Gowers' $U^{k}$-norm conjecture.)
III) For each integer $d \geq 0$ there exist constants $\gamma, \eta>0$ that depend only on $d$, such that if there exists a polynomial $\phi(x)$ of degree $d$ for which $f_{A}(x)$ "correlates" with $e^{i \phi(x)}$ then there exists an arithmetic progression $Q \subset[1, p-1]$ of size $>p^{\gamma}$ such that $Q \cap A$ has $>(\delta+\eta)|Q|$ elements.

If $Q=\{u+n v: 1 \leq n \leq N\}$ then $B:=\{n \leq N: u+n v \in A\} \subset[1, N]$ has $>(\delta+\eta) N$ elements and so contains a non-trivial $k$-term arithmetic progression. But this implies that $A$ contains a $k$ term arithmetic progression, which is a contradiction.

We will next prove (III), indeed a generalization of (III), which is a fairly simple application of Weyl's Theorem (Theorem 4.2). It is step (II) that is difficult, and has only recently been established, and even then in a rather more complicated form.

## Translating correlations into higher density on subprogressions

The main result in this section is the following:
Theorem $7^{*}$. Suppose that $A \subset \mathbb{F}_{p}$, and that there is a partition of $\mathbb{F}_{p}$ into arithmetic progressions $P_{1}, P_{2}, \ldots, P_{q}$ of $P$, each of length $\gg p^{\gamma}$, and polynomials $\phi_{1}, \phi_{2}, \ldots, \phi_{q}$ of degree $<k$ such that

$$
\sum_{j=1}^{q}\left|\sum_{x \in P_{j}} f_{A}(x) e\left(\frac{\phi_{j}(x)}{p}\right)\right| \geq \eta p
$$

Then there exists an arithmetic progression $Q \subset[1, p-1]$ of length $\geq p^{\theta}$ such that $|A \cap Q| \geq$ $\left\{\delta+\frac{\eta}{4}\right\}|Q|$. Here $\theta>0$ depends only on $\gamma$ and $k$.

For any set $S \subset \mathbb{F}_{p}$ define $\operatorname{diam}(S)=\max \left\{p\left\|\frac{x-y}{p}\right\|: x, y \in S\right\}$.

Lemma 7.11. Suppose that positive integers $\ell, m, r \leq p$ are given for which $\ell \leq(m / r)^{1 / 3}$. If $P$ is a $\mathbb{F}_{p}$-arithmetic progression of length $m$ and $\phi: \mathbb{F}_{p} \rightarrow \mathbb{F}_{p}$ is a linear function then $P$ can be partitioned into subprogressions $P_{i}, i \geq 1$ of lengths $\ell$ or $\ell-1$, such that $\operatorname{diam}\left(\phi\left(P_{i}\right)\right) \leq p / r$ for each $i$.

Proof. Suppose that $P=\{a+i d: 0 \leq i \leq m-1\}$. By the pigeonhole principle, there exists $0 \leq i<j \leq r \ell$ such that $|\phi(a+j d)-\phi(a+i d)| \leq p / r \ell$. As $\phi$ is linear we deduce that for $k=j-i \leq r \ell$ such that $|\phi(k d)-\phi(0)|=|\phi(a+j d)-\phi(a+i d)| \leq p / r \ell$. We will partition $P$ up into congruence classes $\bmod k$, each of which contains at least $m / k \geq m / r \ell \geq \ell^{2}$ elements, and so can be partitioned into subprogressions, each of length $\ell$ or $\ell-1$. If $Q \subset\{a+b d, a+b d+d k, \ldots, a+b d+(\ell-1) d k\}$ is such a subprogression then there exists $0 \leq u<v \leq \ell-1$ such that

$$
\operatorname{diam}(\phi(Q))=|\phi(a+b d+v d k)-\phi(a+b d+u d k)| \leq|v-u||\phi(d k)-\phi(0)|<p / r
$$

The result follows.
Lemma $7.12^{+}$. Let $\phi: \mathbb{F}_{p} \rightarrow \mathbb{F}_{p}$ be a polynomial of degree $k$, and let $P$ be a $\mathbb{F}_{p}$-arithmetic progression of length $m$. Then for any $\ell \leq m^{\epsilon_{k}}, P$ can be partitioned into subprogressions, $P_{i}, i \geq 1$, of length $\ell+O(1)$, with $\operatorname{diam}\left(\phi\left(P_{i}\right)\right) \ll p / m^{\epsilon_{k}}$.
We can take $\epsilon_{k}=1 /\left(3^{k-1} 2^{\frac{k^{2}+k}{2}+1} k!^{2}\right)$
Proof. We proceed by induction on $k$. Lemma 7.11 gives our result for $k=1$ with $\epsilon_{1}=1 / 4$. Now suppose $k \geq 2$, and that $P=\{u+i v: 0 \leq i \leq m-1\}$, with $\phi(u+i v)=a i^{k}+\ldots$. Select $D=m^{1 / 2}$ and $n=m^{1 / 3 k K}$ where $K=k 2^{k}\left(>K(k):=(k-1) 2^{k}+2 k-1\right)$.

Taking $\alpha=a / p$ in Weyl's Theorem (Theorem 4.2), we know that there exists $d \leq D$ such that $\left\|a d^{k} / p\right\| \ll p / D^{1 / K}$. We partition $P$ into subprogressions $P_{h}=\{u+(h+j d) v$ : $0 \leq j<m / d\}$, for $0 \leq h \leq d-1$. We split these into progressions of length $n$ : that is

$$
\left.P_{h, r}:=\{u+(h+(r n+i) d) v: 0 \leq i \leq n-1\} \text { for } 0 \leq r<m / d n\right\} .
$$

Now $\phi(u+(h+(r n+i) d) v)=a d^{k} i^{k}+g_{h, r}(u+(h+(r n+i) d) v)$ where $g_{h, r}$ is some polynomial of degree $k-1$. By the induction hypothesis each $P_{h, r}$ may be partitioned into subprogressions $P_{h, r, j}$ of length $\ell+O(1)$, for any given $\ell \leq n^{\epsilon_{k-1}}=m^{\epsilon_{k}}$, such that $\operatorname{diam}\left(g_{h, r}\left(P_{h, r, j}\right)\right) \ll p / n^{\epsilon_{k-1}}$. Therefore
$\operatorname{diam}\left(\phi\left(P_{h, r, j}\right)\right) \leq\left\|\frac{a d^{k} n^{k}}{p}\right\|+\operatorname{diam}\left(g_{h, r}\left(P_{h, r, j}\right)\right) \ll \frac{p n^{k}}{D^{1 / K}}+\frac{p}{n^{\epsilon_{k-1}}}=\frac{p}{m^{1 / 6 K}}+\frac{p}{m^{\epsilon_{k}}} \ll \frac{p}{m^{\epsilon_{k}}}$.

Lemma 7.13. Let $\phi: \mathbb{F}_{p} \rightarrow \mathbb{F}_{p}$ be a polynomial of degree $k$, and let $P$ be a $\mathbb{F}_{p}$-arithmetic progression of length $m$. For any $\ell \leq m^{\epsilon_{k}}$, we can partition $P$ into subprogressions $P_{j}$, $1 \leq j \leq J$, of lengths $\ell+O(1)$, such that if $|f(x)| \leq 1$ for all $x$ then

$$
\sum_{j=1}^{J}\left|\sum_{x \in P_{j}} f(x)\right| \geq\left|\sum_{x \in P} f(x) e\left(\frac{\phi(x)}{p}\right)\right|+O\left(m^{1-\epsilon_{k}}\right)
$$

Proof. By Lemma 7.12, we have $\operatorname{diam}\left(\phi\left(P_{j}\right)\right) \ll p / m^{\epsilon_{k}}$. Now if $x, y \in P_{j}$ then

$$
\begin{aligned}
\left|e\left(\frac{\phi(x)}{p}\right)-e\left(\frac{\phi(y)}{p}\right)\right| & =\left|e\left(\frac{\phi(x)-\phi(y)}{p}\right)-1\right| \leq\left|e\left(\frac{\operatorname{diam}\left(\phi\left(P_{j}\right)\right)}{p}\right)-1\right| \\
& \ll \frac{\operatorname{diam}\left(\phi\left(P_{j}\right)\right)}{p} \ll \frac{1}{m^{\epsilon_{k}}}
\end{aligned}
$$

Therefore $\left|\sum_{x \in P_{j}} f(x)\right|=\left|\sum_{x \in P_{j}} f(x) e(\phi(x) / p)\right|+O\left(\ell / m^{\epsilon_{k}}\right)$; and so, by the triangle inequality,

$$
\left|\sum_{x \in P} f(x) e\left(\frac{\phi(x)}{p}\right)\right| \leq \sum_{j=1}^{J}\left|\sum_{x \in P_{j}} f(x) e\left(\frac{\phi(x)}{p}\right)\right| \leq \sum_{j=1}^{J}\left|\sum_{x \in P_{j}} f(x)\right|+O\left(m^{1-\epsilon_{k}}\right)
$$

Proof of Theorem $7^{*}$. Let $\theta=\gamma \epsilon_{k-1} / 5$ and $\ell=20 p^{4 \theta}$. We begin by assuming the hypothesis for any $f$ for which $|f(x)| \leq 1$ for all $x$, and $\hat{f}(0)=0$. By Lemma 7.13 we can partition each $P_{j}$ into subprogressions $P_{j, i}, 1 \leq i \leq I$, of lengths $\ell+O(1)$, such that

$$
\sum_{i=1}^{I}\left|\sum_{x \in P_{j, i}} f(x)\right| \geq\left|\sum_{x \in P_{j}} f(x) e\left(\frac{\phi_{j}(x)}{p}\right)\right|+O\left(\left|P_{j}\right| / p^{4 \theta}\right)
$$

If we now sum up over all $j$, we get a partition of $\mathbb{F}_{p}$ into subprogressions $P_{j, i}$ of lengths $\ell+O(1)$, such that

$$
\sum_{\substack{1 \leq j \leq J \\ 1 \leq i \leq I}}\left|\sum_{x \in P_{j, i}} f(x)\right| \geq \eta p+O\left(p^{1-4 \theta}\right)
$$

Now $\sum_{j, i} \sum_{x \in P_{j, i}} f(x)=\sum_{x \in \mathbb{F}_{p}} f(x)=\hat{f}(0)=0$, so adding these two equations yields

$$
\sum_{\substack{1 \leq j \leq J \\ 1 \leq i \leq I}} \max \left\{\sum_{x \in P_{j, i}} f(x), 0\right\} \geq \frac{\eta}{2} p+O\left(p^{1-4 \theta}\right) \geq \frac{\eta}{3} p
$$

Therefore there exists $i, j$ such that

$$
\sum_{x \in P_{j, i}} f(x) \geq \frac{\eta}{3}\left|P_{j, i}\right|
$$

Now if $f=f_{A}$ then this tells us that $\left|P_{j, i} \cap A\right| \geq\left\{\delta+\frac{\eta}{3}\right\}\left|P_{j, i}\right|$. Finally by Lemma 3.3b there are arithmetic progressions $Q_{1}, Q_{2}, \ldots, Q_{k} \subset[1, p-1]$, of length $>p^{\theta}$, such that $Q_{1}, Q_{2}, \ldots, Q_{k}(\bmod p)$ is a partition of $P_{j, i}$ less no more than $\left|P_{j, i}\right|^{3 / 4}$ elements. Hence the result follows for at least one of the $Q_{i}$.

## Sets with large Gowers' $U^{3}$-norm

In this section we develop the theory of sets $A$, of density $\delta$, for which $f_{A}$ has a large Gowers' $U^{3}\left(\mathbb{F}_{p}\right)$-norm. Our goal is to show that $A$ intersects a $\mathbb{Z}$-arithmetic progression $P \subset\{1,2, \ldots, N\}$ of size at least $N^{d}$ and such that $|A \cap P| \geq(\delta+\varepsilon)|P|$ where $\varepsilon$ and $d$ depend only on $\alpha$ and $\delta$.

We begin with a technical lemma that hints at how quadratic phases enter the picture:
Lemma 7.10.1. If each $|f(x)|,|g(x)| \leq 1$, and $A \subset \mathbb{F}_{p}$ then

$$
\sum_{a \in A}\left|\sum_{x} f(x) \overline{g(x+a)} e\left(\frac{(2 \lambda a+\mu) x}{p}\right)\right|^{2} \leq p \sum_{x} \max _{r \in \mathbb{F}_{p}}\left|\sum_{w \in x-A} g(w) e\left(\frac{r w-\lambda w^{2}}{p}\right)\right|
$$

Proof. Taking $F(x)=f(x) e\left(-\frac{\lambda x^{2}-\mu x}{p}\right)$ and $G(x)=g(x) e\left(-\frac{\lambda x^{2}}{p}\right)$ the left-hand side is

$$
\begin{aligned}
\sum_{a \in A}\left|\sum_{x} F(x) \overline{G(x+a)}\right|^{2} & =\sum_{a \in A} \sum_{x, y} \overline{F(x)} G(x+a) F(y) \overline{G(y+a)} \\
& =\sum_{x} \overline{F(x)} \sum_{a \in A} \sum_{b} G(x+a) F(x+b) \overline{G(x+a+b)} \\
& =\frac{1}{p} \sum_{x} \overline{F(x)} \sum_{m} e\left(\frac{-x m}{p}\right) \sum_{a \in A} G(x+a) e\left(\frac{(x+a) m}{p}\right) \hat{F}(m) \hat{\bar{G}}(m)
\end{aligned}
$$

replacing $y$ by $x+b$, and then taking the Fourier transforms. Taking absolute values, this is

$$
\leq \frac{1}{p} \sum_{x} \max _{r \in \mathbb{F}_{p}}\left|\sum_{a \in A} G(x+a) e\left(\frac{(x+a) r}{p}\right)\right| \sum_{m}|\hat{F}(m) \hat{G}(m)|
$$

as each $|F(x)| \leq 1$, and the result follows from Cauchying and using Parseval.
Before this is used we see how a large $U^{3}$-norm implies that there is an arithmetic progression with an extraordinary property. It is in the proof of this proposition that we see the key tools of additive combinatorics, the Balog-Szemerédi-Gowers lemma in conjunction with the Freiman-Ruzsa theorem

Proposition 7.7. Let $\alpha=\|f\|_{U^{3}(G)}^{8}$. There exist $\eta, \gamma>0$, depending only on $\alpha$, and an $\mathbb{F}_{p}$-arithmetic progression $P$ of length at least $p^{\gamma}$, and integers $\lambda$ and $\mu$ for which

$$
\sum_{h \in P}\left|\widehat{\Delta_{h} f}(2 \lambda h+\mu)\right|^{2} \geq \eta p^{2}|P|
$$

Proof. Let $B$ be the set of $h \in \mathbb{F}_{p}$ for which $\left\|\Delta_{h} f\right\|_{U^{2}}^{4} \geq \alpha / 2$, so that $|B| \cdot 1+p \cdot \alpha / 2 \geq$ $\sum_{h}\left\|\Delta_{h} f\right\|_{U^{2}}^{4}=\alpha p$, and hence $|B| \geq \alpha p / 2$. If $\phi(h)$ is chosen so that $\left|\widehat{\Delta_{h} f}(\phi(h))\right|$ is maximized, then $\left|\widehat{\Delta_{h} f}(\phi(h))\right|^{2} \geq\left\|\Delta_{h} f\right\|_{U^{2}}^{4} p^{2}$ by Lemma 8.1, and therefore

$$
\sum_{h \in B}\left|\widehat{\Delta_{h} f}(\phi(h))\right|^{2} \geq|B| \cdot(\alpha / 2) \cdot p^{2} \geq \alpha^{2} p^{3} / 4
$$

Now

$$
\begin{aligned}
\sum_{h \in B}\left|\widehat{\Delta_{h} f}(\phi(h))\right|^{2} & =\sum_{h \in B} \sum_{r, x} \Delta_{h} f(r) \overline{\Delta_{h} f(x)} e\left(\frac{r-x}{p} \phi(h)\right) \\
& =\sum_{h \in B} \sum_{k, r} \Delta_{h, k} f(r) e\left(-\frac{k}{p} \phi(h)\right) \\
& \leq \sum_{k, r}\left|\sum_{h \in B} \overline{\Delta_{k} f(r+h)} e\left(-\frac{k}{p} \phi(h)\right)\right|
\end{aligned}
$$

writing $x=r+k$, since $\left|\Delta_{k} f(r)\right| \leq 1$. The square of this is, by Cauchy-Schwarz,

$$
\leq p^{2} \sum_{k, r}\left|\sum_{h \in B} e\left(\frac{k}{p} \phi(h)\right) \Delta_{k} f(r+h)\right|^{2} \leq p^{5} \sum_{k}\left\|\Delta_{k} f\right\|_{U^{2}}^{2}\left\|\beta^{k}\right\|_{U^{2}}^{2}
$$

by applying Lemma 7.1 to this last sum with $f(-m)=\beta(m)^{k}$ where $\beta(m)=e\left(\frac{\phi(m)}{p}\right)$ if $m \in B$ and 0 otherwise, and $\overline{g(n)}=\Delta_{k} f(n)$. The square of this is, by Cauchy-Schwarz,

$$
\leq p^{10} \sum_{k}\left\|\Delta_{k} f\right\|_{U^{2}}^{4} \sum_{k}\left\|\beta^{k}\right\|_{U^{2}}^{4}=p^{7}\|f\|_{U^{3}}^{8} \sum_{k} \sum_{r \in \mathbb{F}_{p}}\left|\widehat{\beta^{k}}(r)\right|^{4}
$$

Now $\widehat{\beta^{k}}(r)=\sum_{n \in B} e\left(\frac{k \phi(n)+r n}{p}\right)$, so expanding the last sum yields

$$
\sum_{k, r} \sum_{a, b, c, d \in B} e\left(\frac{k(\phi(a)+\phi(b)-\phi(c)-\phi(d))+r(a+b-c-d)}{p}\right)
$$

which is $p^{2}$ times the number of solutions of $a+b=c+d$ and $\phi(a)+\phi(b)=\phi(c)+\phi(d)$ with $a, b, c, d \in B$.

Collecting up the estimates above, we find that we have proved that there are at least $\alpha^{7} p^{3} / 2^{8}$ quadruples $(a, b, c, d) \in B^{4}$ for which $a+b=c+d$ and $\phi(a)+\phi(b)=\phi(c)+\phi(d)$. Then, by Corollary 6.8 , there exist $\eta, \gamma>0$, depending only on $\alpha$, and an $\mathbb{F}_{p}$-arithmetic progression $P$ of length at least $p^{\gamma}$, and integers $\lambda$ and $\mu$ for which $\phi(h)=e(2 \lambda h+\mu)$ for at least $\eta|P|$ values of $h \in B \cap P$. Therefore

$$
\sum_{h \in P}\left|\widehat{\Delta_{h} f}(2 \lambda h+\mu)\right|^{2} \geq \sum_{h \in B \cap P}\left|\widehat{\Delta_{h} f}(\phi(h))\right|^{2} \geq|B \cap P|(\alpha / 2) p^{2}
$$

and the result follows (replacing $\eta$ in Corollary 6.8 by $\eta /(\alpha / 2)$ ).
In the next result we see how we use Lemma 7.10.1 allows us to make the transition from an arithmetic progression with an extraordinary property, to a partition of $\mathbb{F}_{p}$ into arithmetic progressions each of which correlates with the exponential of a quadratic polynomial.

Lemma 7.10.2. Suppose that $P$ is an arithmetic progression in $\mathbb{F}_{p}$ for which

$$
\sum_{h \in P}\left|\widehat{\Delta_{h} f}(2 \lambda h+\mu)\right|^{2} \geq \eta p^{2}|P|
$$

Then there exists a partition of $\mathbb{F}_{p}$ into translates $P_{1}, P_{2}, \ldots, P_{q-1}$ of $P$ or $P$ with an endpoint removed, such that for each $i$ we can find $r_{i} \in \mathbb{F}_{p}$ so that

$$
\sum_{i=0}^{q-1}\left|\sum_{x \in P_{i}} f(x) e\left(\frac{r_{i} x-\lambda x^{2}}{N}\right)\right| \geq q(\eta|P|-1)
$$

Proof. We take $g=f$ and $A=P$ in Lemma 7.10.1 to deduce that for each $x$ there exists $r_{x}$ for which

$$
\eta p|P| \leq \frac{1}{p} \sum_{h \in P}\left|\widehat{\Delta_{h} f}(2 \lambda h+\mu)\right|^{2} \leq \sum_{x}\left|\sum_{w \in x-P} f(w) e\left(\frac{r_{x} w-\lambda w^{2}}{p}\right)\right|
$$

Suppose that $P=\{a+i d: 0 \leq i \leq m\}$ where $p=q m+s$ with $0 \leq s \leq m-1$. Let $v_{j}=(m+1) j$ for $0 \leq j \leq s$, and $v_{j}=m j+s$ for $s \leq j \leq q$. Define $Q_{j}=$ $\left[v_{j}, v_{j+1}\right)$, so that $y+Q_{0} d, y+Q_{1} d, \ldots, y+Q_{q-1} d$ is a partition of $\mathbb{F}_{p}$ for any $y$. Moreover $\bigcup_{y}\left\{y+Q_{0} d, y+Q_{1} d, \ldots, y+Q_{q-1} d\right\}$ yields every translate of $P$ exactly $s$ times, and every translate minus its last point $q-s$ times. Therefore
$\sum_{y} \sum_{j=0}^{q-1}\left|\sum_{w \in y-Q_{j} d} f(w) e\left(\frac{r_{y+a-d v_{j}} w-\lambda w^{2}}{N}\right)\right| \geq \sum_{x} q\left|\sum_{w \in x-P} f(w) e\left(\frac{r_{x} w-\lambda w^{2}}{p}\right)\right|-(q-s)$
which is $\geq q \eta p|P|-p(q-s)$. We select $y$ for the summand on the left side is maximal, and then let $P_{j}=y-Q_{j} d$ and $r_{j}=r_{y+a-d v_{j}}$, to obtain the result.

## Pointing the pieces together.

Suppose $A \subset[1, p-1]$ has $\delta p$ elements, and does not contain any non-trivial 4-term arithmetic progressions. By Corollary 8.6 there either exists $j$ for which $S_{j}:=\{a \in A$ : $\left.\frac{j-1}{7} p<a<\frac{j}{7} p\right\}$ contains $\geq\left(1+\frac{1}{12}\right) \delta \frac{p}{7}$ elements, or the reduction of $A \bmod p$ satisfies $\left\|f_{A}\right\|_{U^{3}\left(\mathbb{F}_{\mathcal{p}}\right)}>\tau$ where $\tau:=\delta^{4} / 64$.

By Corollary 7.9 there exist $\eta, \gamma>0$, depending only on $\delta$, an $\mathbb{F}_{p}$-arithmetic progression $P$ of length at least $p^{\gamma}$, and integers $\lambda$ and $\mu$ for which

$$
\sum_{h \in P}\left|\widehat{\Delta_{h} f}(2 \lambda h+\mu)\right|^{2} \geq \eta p^{2}|P|
$$

By Lemma 7.10 .2 there exists a partition of $\mathbb{F}_{p}$ into translates $P_{1}, P_{2}, \ldots, P_{q-1}$ of $P$ or $P$ with an endpoint removed, such that for each $i$ we can find $r_{i} \in \mathbb{F}_{p}$ so that

$$
\frac{1}{q} \sum_{i=0}^{q-1}\left|\frac{1}{\left|P_{i}\right|} \sum_{x \in P_{i}} f(x) e\left(\frac{r_{i} x-\lambda x^{2}}{N}\right)\right| \geq \frac{2 \eta}{3}
$$

Let $S$ be the set of $P_{i}$ for which

$$
\left|\frac{1}{\left|P_{i}\right|} \sum_{x \in P_{i}} f(x) e\left(\frac{r_{i} x-\lambda x^{2}}{N}\right)\right| \geq \frac{\eta}{3}
$$

Note that $|S| \cdot 1+q \cdot \frac{\eta}{3} \geq q \cdot \frac{2 \eta}{3}$, so that $|S| \geq \frac{\eta}{3} q$ By Lemma 7.13 we can partition the $P_{i} \in S$ into subprogressions $P_{i, j}, 1 \leq j \leq k$, of lengths $\ell$ or $\ell-1$, where $\ell \asymp \eta^{16 / 33} p^{\gamma / 33}$, such that

$$
\sum_{j=1}^{k}\left|\sum_{x \in P_{i, j}} f(x)\right| \geq \frac{\eta m}{2}
$$

Equally partitioning the $P_{i} \notin S$ into subprogressions $P_{i, j}, 1 \leq i \leq k$, of lengths $\ell$ or $\ell-1$, we obtain a partition of $\mathbb{F}_{p}$ into arithmetic progressions $P_{i, j}, 1 \leq i \leq q, 1 \leq j \leq k$, of lengths $\ell$ or $\ell-1$, such that

$$
\sum_{i=0}^{q-1} \sum_{j=1}^{k}\left|\sum_{x \in P_{i, j}} f(x)\right| \geq|S| \cdot \frac{\eta m}{2} \geq \frac{\eta^{2}}{6} p
$$

Now $\sum_{x} f(x)=0$ and so, adding this above, there exists $i, j$ such that

$$
\sum_{x \in P_{i, j}} f(x) \geq|S| \cdot \frac{\eta m}{2} \geq \frac{\eta^{2}}{12 k q} p>\frac{\eta^{2}}{13}\left|P_{i, j}\right|
$$

and so $\left|P_{i, j} \cap A\right| \geq\left\{\delta+\frac{\eta^{2}}{13}\right\}\left|P_{i, j}\right|$. This is not quite what we want since $P_{i, j}$ is an $\mathbb{F}_{p^{-}}$ arithmetic progression, and we need an arithmetic progression in the integers. However by Lemma 3.3b there exists an arithmetic progression in the integers of length $\asymp \ell^{1 / 4}$

## Boring, technical Proofs

Proof of Lemma 2.10. Assume that the result in false and consider the counterexample with $\left|C_{1}\right|$ minimal.

We begin by supposing that there exists $c_{1} \in C_{1}$ such that $c_{1}+H_{1} \subset S_{2}$. Note that the elements of $c_{1}+H_{1}$ must belong to different cosets of $H_{2}$ else $c_{1}+h_{1}=c_{2}+h_{2}$ and $c_{1}+h_{1}^{\prime}=c_{2}+h_{2}^{\prime}$ and so $h_{1}^{\prime}-h_{1}=h_{2}^{\prime}-h_{2} \in H_{1} \cap H_{2}=\{0\}$. Therefore we may write $S_{2}=\left(\left(c_{1}+H_{1}\right) \cup C_{2}^{\prime}\right)+H_{2}$. Now if for each $h_{1} \in H_{1}$ there exists $h_{2} \in H_{2}$ such that $\left(c_{1}+h_{1}+h_{2}\right) \notin S_{1}$ then $\left|S_{2} \backslash S_{1}\right| \geq\left|H_{1}\right|$, and thus $\left|S_{1} \cup S_{2}\right| \geq\left|S_{1}\right|+\left|H_{1}\right|$. Hence we may assume that there exists $h_{1} \in H_{1}$ such that $\left(c_{1}+h_{1}+H_{2}\right) \subset S_{1}$. But $S_{1}$ is closed under addition by elements of $H_{1}$ and so $\left(c_{1}+H_{1}+H_{2}\right) \subset S_{1}$, and therefore we may write $S_{1}=\left(\left(c_{1}+H_{2}\right) \cup C_{1}^{\prime}\right)+H_{1}$. But now $S_{j}=\left(c_{1}+H_{1}+H_{2}\right) \cup S_{j}^{\prime}$ where $S_{j}^{\prime}=C_{j}^{\prime}+H_{j}$, and the result follows from the induction hypothesis.

Now, since the elements of $c_{2}+H_{2}$ must belong to different cosets of $H_{1}$ we deduce that $\left|\left(c_{2}+H_{2}\right) \cap S_{1}\right| \leq\left|C_{1}\right|$ and so $\left|S_{1} \cap S_{2}\right| \leq\left|C_{1}\right|\left|C_{2}\right|$. Therefore $\left|S_{1} \cup S_{2}\right|=\left|S_{1}\right|+\left|S_{2}\right|-$ $\left|S_{1} \cap S_{2}\right| \geq\left|S_{1}\right|+\left|S_{2}\right|-\left|C_{1}\right|\left|C_{2}\right|$.

We may now assume that for every $c_{1} \in C_{1}$ there exists $h_{1} \in H_{1}$ such that $c_{1}+h_{1} \notin S_{2}$; and therefore $\left|S_{1} \cup S_{2}\right| \geq\left|S_{2}\right|+\left|C_{1}\right|$. Since all of the above arguments may be made with the roles of $S_{1}$ and $S_{2}$ exchanged, we also have $\left|S_{1} \cup S_{2}\right| \geq\left|S_{1}\right|+\left|C_{2}\right|$.

Let us suppose that $\left|S_{j}\right|+\left|H_{j}\right|-1 \geq\left|S_{1} \cup S_{2}\right|$ for $j=1,2$. The equations of the last two paragraphs imply that $\left|H_{1}\right|-1 \geq\left|C_{2}\right|\left(\left|H_{2}\right|-\left|C_{1}\right|\right)$ and $\left|H_{2}\right|-1 \geq\left|C_{1}\right|\left(\left|H_{1}\right|-\left|C_{2}\right|\right)$, and then $\left|C_{1}\right| \leq\left|H_{2}\right|-1$ and $\left|C_{2}\right| \leq\left|H_{1}\right|-1$, respectively. Since all these terms are positive these can be combined: $\left|H_{1}\right|-1 \geq\left|C_{2}\right|\left(\left|H_{2}\right|-1\right)-\left|C_{2}\right|\left(\left|C_{1}\right|-1\right) \geq\left|C_{2}\right|\left|C_{1}\right|\left(\left|H_{1}\right|-\left|C_{2}\right|\right)-\left|C_{2}\right|\left(\left|C_{1}\right|-1\right)$, so that $\left(\left|C_{1}\right|\left|C_{2}\right|-1\right)\left(\left|C_{2}\right|+1-\left|H_{1}\right|\right) \geq 0$. Therefore either $\left|C_{1}\right|=\left|C_{2}\right|=1$, or $\left|C_{2}\right|=\left|H_{1}\right|-1$ (and $\left|C_{1}\right|=\left|H_{2}\right|-1$ by symmetry). In the first case $\left|S_{1} \cup S_{2}\right|=\left|S_{j}\right|+\left|H_{j}\right|-\left|S_{1} \cap S_{2}\right|$ for each $j$, so we get the result, with equality if and only if $S_{1} \cap S_{2} \neq \emptyset$. In the second case $\left|S_{1} \cup S_{2}\right| \geq\left|S_{1}\right|+\left|S_{2}\right|-\left|C_{1}\right|\left|C_{2}\right|=\left|S_{j}\right|+\left|H_{j}\right|-1$ for each $j$, so we get the result, with equality if and only if $\left|S_{1} \cap S_{2}\right|=\left|C_{1}\right|\left|C_{2}\right|$. In this situation one has that $C_{1}-C_{2} \subset H_{2}-H_{1}$; and that for every $c_{1} \in C_{1}$ there exists a unique $h_{1} \in H_{1}$ such that $c_{1}+h_{1} \notin S_{2}$. (Go on to fully classify when one gets equality in the lemma).
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[^0]:    These notes borrow from those of Tim Gowers and Jacques Verstraete, Terry Tao and Van Vu, Ben Green, and various published books

[^1]:    ${ }^{1}$ The terms inside quotation marks all need quantifying and this is not easy.

[^2]:    ${ }^{2}$ The reader should consult [.] for Ruzsa's proof.

[^3]:    ${ }^{3}$ So that, for instance, 12 has 3 prime factors.

