1 Introduction

Let \( f(x) = \sum_{j=0}^{r} a_j x^{d_j} \in \mathbb{Z}[x] \) with each \( a_j \) nonzero and with \( d_r > d_{r-1} > \cdots > d_1 > d_0 = 0 \). For simplicity, we refer to the degree \( d_r \) of \( f(x) \) as \( n \). Observe that \( r + 1 \) is the number of terms of \( f(x) \). For convenience, we suppose both \( n > 2 \) and \( r > 0 \). The height \( H \), as usual, denotes the maximum of the absolute values of the \( a_j \).

The lattice base reduction algorithm of A. K. Lenstra, H. W. Lenstra, Jr., and L. Lovasz [7] gives a factoring algorithm for \( f(x) \) that runs in time that depends polynomially on \( \log H \) and \( n \). This clearly serves also as an irreducibility test for \( f(x) \). One problem we address in this paper is the somewhat different issue of describing an irreducibility algorithm for sparse polynomials, that is where \( r \) is small compared to \( n \). We view the input as being the list of \( r + 1 \) coefficients \( a_j \) together with the list of \( r + 1 \) exponents \( d_j \). With this in mind, the input is of size \( O(r(\log H + \log n)) \). We give an algorithm for this problem that runs in time that is polynomial in \( \log n \) (but note that the dependence on \( r \) and \( \log H \) in our arguments is not polynomial).

For \( f(x) \in \mathbb{Q}[x] \), we define \( \tilde{f} = x^n f(1/x) \). We say that \( f(x) \) is *reciprocal* if \( f(x) = \pm \tilde{f}(x) \). Otherwise, we say that \( f(x) \) is nonreciprocal. We note that \( f(x) \) is reciprocal if and only if the
condition \( f(\alpha) = 0 \) for \( \alpha \in \mathbb{C} \) implies that \( \alpha \neq 0 \) and \( f(1/\alpha) = 0 \). Our methods require the additional assumption that \( f(x) \) is nonreciprocal. We establish the following.

**Theorem A.** There is a constant \( c_1 = c_1(r, H) \) such that an algorithm exists for determining whether a given nonreciprocal polynomial \( f(x) \in \mathbb{Z}[x] \) as above is irreducible and that runs in time \( O(c_1 \log n (\log \log n)^2 \log \log \log n) \).

The result relies heavily on some recent work by E. Bombieri and U. Zannier described by the latter in an appendix of [11]. Alternatively, we can make use of [1], work by these same authors and D. Masser, which describes a new simplified approach to the previous work. The other main ingredients are the third author’s application of the work of Bombieri and Zannier, given originally in [10], and an improvement on the the first and third authors’ joint work in [4].

The constant \( c_1 \) can be made explicit. We note though that \( c_1 \) depends on some effectively computable constants that are not explicitly given in the appendix of [11] or in [1]. We therefore do not address this issue further here.

The algorithm will give, with the same running time, some information on the factorization of \( f(x) \) in the case that \( f(x) \) is reducible. Specifically, we have the following:

(i) If \( f(x) \) has a cyclotomic factor, then the algorithm will detect this and output an \( m \in \mathbb{Z}^+ \) such that the cyclotomic polynomial \( \Phi_m(x) \) divides \( f(x) \).

(ii) If \( f(x) \) does not have a cyclotomic factor but has a non-constant reciprocal factor, then the algorithm will produce such a factor. In fact, the algorithm will produce a reciprocal factor of \( f(x) \) of maximal degree.

(iii) Otherwise, if \( f(x) \) is reducible, then the algorithm outputs a complete factorization of \( f(x) \) as a product of irreducible polynomials over \( \mathbb{Q} \).

The algorithm for Theorem A will follow along the lines given above. First, we will check if \( f(x) \) has a cyclotomic factor. If it does, the algorithm will produce \( m \) as in (i) and stop. If it does not, then the algorithm will check if \( f(x) \) has a non-cyclotomic non-constant reciprocal factor. If it does, then the algorithm will produce such a factor as in (ii) and stop. If it does not, then the algorithm will output a complete factorization of \( f(x) \) as indicated in (iii).

Our approach to (i) will allow us to obtain additional information about the complete set of cyclotomic factors of \( f(x) \). In particular, we are able to describe, in the same running time given for the algorithm in Theorem A, the factor of \( f(x) \) which has largest degree and only cyclotomic divisors. Details are given in the next section.

Our approach can be modified to show that if \( f(x) \in \mathbb{Z}[x] \) is nonreciprocal and reducible, then \( f(x) \) has a non-trivial factor in \( \mathbb{Z}[x] \) containing \( O(c_2) \) terms where \( c_2 = c_2(r, H) \). We note that the results of [9] imply that if \( f(x) \) also does not have a reciprocal factor, then every factor of \( f(x) \) in \( \mathbb{Z}[x] \) contains \( O(c_2) \) terms.

In the case that \( f(x) \in \mathbb{Z}[x] \) is reciprocal, one can modify our approach to obtain some information on the factorization of \( f(x) \). Define the nonreciprocal part of \( f(x) \) to be the polynomial \( f(x) \) removed of its irreducible reciprocal factors in \( \mathbb{Z}[x] \) with positive leading coefficients. Then in the case that \( f(x) \) is reciprocal, one can still determine in time \( O(c_1 (\log n (\log \log n)^2 \log \log \log n) \) whether the nonreciprocal part of \( f(x) \) is irreducible. Furthermore, in this same time, one can
determine whether \( f(x) \) has a cyclotomic factor and, if so, an integer \( m \) for which \( \Phi_m(x) \) divides \( f(x) \).

In addition, we address the problem of computing the greatest common divisor of two sparse polynomials. For nonzero \( f(x) \) and \( g(x) \) in \( \mathbb{Z}[x] \), we use the notation \( \gcd_Z(f(x), g(x)) \) to denote the polynomial in \( \mathbb{Z}[x] \) of largest degree and largest positive leading coefficient that divides \( f(x) \) and \( g(x) \) in \( \mathbb{Z}[x] \). Later in the paper, we will also make use of an analogous definition for \( \gcd_Z(f, g) \) where \( f \) and \( g \) are in \( \mathbb{Z}[x_1, \ldots, x_r] \). In this case, we interpret the leading coefficient as the coefficient of the expression \( x_1^{e_1}x_2^{e_2}\cdots x_r^{e_r} \) with \( e_1 \) maximal, then \( e_2 \) maximal given \( e_1 \), and so on. Our main result for the greatest common divisor of two sparse polynomials is the following.

**Theorem B.** There is an algorithm which takes as input two polynomials \( f(x) \) and \( g(x) \) in \( \mathbb{Z}[x] \), each of degree \( \leq n \) and height \( \leq H \) and having \( \leq r + 1 \) nonzero terms, with at least one of \( f(x) \) and \( g(x) \) free of cyclotomic factors, and outputs the value of \( \gcd_Z(f(x), g(x)) \) and runs in time \( O(c_3 \log n) \) for some constant \( c_3 = c_3(r, H) \).

Our approach will imply that if \( f(x), g(x) \in \mathbb{Z}[x] \) are as above with \( f(x) \) or \( g(x) \) not divisible by a cyclotomic polynomial, then \( \gcd_Z(f(x), g(x)) \) has \( O(c_4) \) terms where \( c_4 = c_4(r, H) \). The same conclusion does not hold if one omits the assumption that either \( f(x) \) or \( g(x) \) is not divisible by a cyclotomic polynomial. The following example, demonstrating this, was originally noted in the related work of the third author [12]. Let \( a \) and \( b \) be relatively prime positive integers. Then

\[
\gcd \left( x^{ab} - 1, (x^a - 1)(x^b - 1) \right) = \frac{(x^a - 1)(x^b - 1)}{x - 1}.
\]

In connection with Theorem B, we note that D. A. Plaisted [8] has shown that computing \( \gcd_Z(f(x), g(x)) \) for general sparse polynomials \( f(x) \) and \( g(x) \) in \( \mathbb{Z}[x] \) is at least as hard as any problem in NP. On the other hand, his proof relies heavily on considering polynomials \( f(x) \) and \( g(x) \) that have cyclotomic factors. By contrast, our proof of Theorem B will rest heavily on the fact that one of \( f(x) \) or \( g(x) \) does not have any cyclotomic factors.

Our proof of Theorem A will rely on Theorem B. In fact, Theorem B is where we make use of the work of Bombieri and Zannier already cited. It is possible to prove Theorem A in a slightly more direct way, for example by making use of Theorem 80 in [11] instead of Theorem B and Theorem 1 below. This does not avoid the use of the work of Bombieri and Zannier since Theorem 80 of [11] is based on this work. We have chosen the presentation here, however, because it clarifies that parts of the algorithm in Theorem A can rest on ideas that have been around for over forty years. In addition, we want the added information given by (i), (ii) and (iii) above as well as Theorem B itself.

To aid in our discussions, we have used letters for labelling theorems that establish the existence of an algorithm and will refer to the algorithms using the corresponding format. As examples, Algorithm A will refer to the algorithm given by Theorem A, and Algorithm B will refer to the algorithm given by Theorem B. Also, we make use of the notation \( O_r,H(w(n)) \) to denote a function with absolute value bounded by \( w(n) \) times a function of \( r \) and \( H \). Thus, the running time for Algorithm A and Algorithm B can be expressed as \( O_r,H \left( \log n \left( \log \log n \right)^2 \log \log \log n \right) \) and \( O_r,H(\log n) \), respectively.
2 The Proof of Theorem A

We begin with the following result which improves on the main result in [4].

**Theorem C.** There is an algorithm that has the following property: given \( f(x) = \sum_{j=0}^{r} a_j x^{d_j} \in \mathbb{Z}[x] \) of degree \( n > 1 \) and with \( r + 1 > 1 \) terms, the algorithm determines whether \( f(x) \) has a cyclotomic factor in running time \( O_{r,H} \left( \log n \log \log n \right)^2 \log \log \log n \), where \( H \) denotes the height of \( f(x) \). Furthermore, with the same running time, if \( f(x) \) is divisible by a cyclotomic polynomial, then the algorithm outputs a positive integer \( m \) for which \( \Phi_m(x) \) divides \( f(x) \).

**Proof.** We begin as in the proof of Theorem 2 of [4] and initially give an argument for the existence of an algorithm as in the theorem with running time \( O_{r,H} \left( \log n \right)^2 \). We then explain how the algorithm can be sped up to produce the running time given in the statement of the theorem.

We describe and make use of Theorem 5 from [2]. For \( k \) a positive integer, define \( \gamma(k) = 2 + \sum_{p|k} (p - 2) \). Following [2], we call a vanishing sum \( S \) minimal if no proper subsum of \( S \) vanishes. We will be interested in sums \( S = \sum_{j=1}^{t} a_j \omega_j \) where \( t \) is a positive integer, each \( a_j \) is a nonzero rational number and each \( \omega_j \) is a root of unity. We refer to the reduced exponent of such an \( S \) as the least positive integer \( k \) for which \( (\omega_i/\omega_1)^k = 1 \) for all \( i \in \{1, 2, \ldots, t\} \). Theorem 5 of [2] asserts then that if \( S = \sum_{j=1}^{t} a_j \omega_j \) is a minimal vanishing sum, then \( t \geq \gamma(k) \) where \( k \) is the reduced exponent of \( S \). Also, note that Theorem 5 of [2] implies that the reduced exponent \( k \) of a minimal vanishing sum is necessarily squarefree.

To explain our algorithm, suppose first that \( f(x) \) has a cyclotomic factor \( \Phi_m(x) \), and that we can write \( f(x) = \sum_{i=1}^{s} f_i(x) \) where each \( f_i(x) \) is a nonzero polynomial divisible by \( \Phi_m(x) \), no two \( f_i(x) \) have terms involving \( x \) to the same power, and \( s \) is maximal. Observe that each \( f_i(x) \) necessarily has at least two terms. Setting \( \zeta_m = e^{2\pi i/m} \), we see that each \( f_i(\zeta_m) \) is a minimal vanishing sum. For each \( i \in \{1, 2, \ldots, s\} \), we write \( f_i(x) = x^{b_i} g_i(x^{e_i}) \) where \( g_i(x) \in \mathbb{Z}[x] \), \( b_i \) and \( e_i \) are nonnegative integers chosen so that \( g_i(0) \neq 0 \) and the greatest common divisor of the exponents appearing in \( g_i(x) \) is 1. Then \( g_i(\zeta_m) \) is a minimal vanishing sum with reduced exponent \( m_i = m/\gcd(m, e_i) \). Necessarily, we have \( g_i(\zeta_{m_i}) = 0 \) and \( m_i \) is squarefree. Also, if \( t_i \) denotes the number of nonzero terms of \( g_i(x) \), we have

\[
t_i \geq \gamma(m_i) = 2 + \sum_{p|m_i} (p - 2),
\]

which implies each prime divisor of \( m_i \) is \( \leq t_i \). Define

\[
M_i = \{ \ell \in \mathbb{Z}^+ : \Phi_{\ell}(x) \mid g_i(x), \ \ell \text{ is squarefree}, \ \text{and} \ \gamma(\ell) \leq t_i \}.
\]

In particular, \( m_i \in M_i \). In other words,

\[
\frac{m}{\gcd(m, e_i)} \in M_i \quad \text{for all } i \in \{1, 2, \ldots, s\}.
\]

We have not explained how we can write \( f(x) = \sum_{i=1}^{s} f_i(x) \) as above. In particular, even if we know \( m \) exists with \( \Phi_m(x) \) dividing \( f(x) \), we do not know what \( m \) is. We circumvent this issue by considering every possible partition of the set \( \{0, 1, \ldots, r\} \) as a disjoint union of sets \( J_1, J_2, \ldots, J_s \) with each set \( J_i \) containing at least two elements. For each partition, we consider the polynomials

\[
f_i(x) = \sum_{j \in J_i} a_j x^{d_j} = x^{b_i} g_i(x^{e_i}), \quad 1 \leq i \leq s,
\]
where as before \(b_i\) and \(e_i\) are nonnegative integers chosen so that \(g_i(0) \neq 0\) and the greatest common divisor of the exponents appearing in \(g_i(x)\) is 1. Defining \(t_i\) and \(M_i\) as above, depending on the partition of \(\{0, 1, \ldots, r\}\), we see then that if \(f(x)\) is divisible by some \(\Phi_m(x)\), then there is a partition for which (1) holds. On the other hand, if (1) holds for some positive integer \(m\) and some partition of \(\{0, 1, \ldots, r\}\) as above, then we have \(f_i(\zeta_m) = 0\) for each \(i \in \{1, 2, \ldots, s\}\), which implies \(f(\zeta_m) = 0\) and hence \(\Phi_m(x) \mid f(x)\). Thus, (1) holding for some \(m\) and some partition of \(\{0, 1, \ldots, r\}\) as above is a necessary and sufficient condition for \(f(x)\) to be divisible by a cyclotomic polynomial.

With the above in mind, we describe the algorithm for determining whether \(f(x)\) has a cyclotomic factor, give further justification that the algorithm works and give a proof that its running time is as claimed. The algorithm is as follows. We go through every partition of the set \(\{0, 1, \ldots, r\}\) into disjoint non-empty sets \(J_1, J_2, \ldots, J_s\) with each set \(J_i\) containing at least two elements. Observe that there are \(O_r(1)\) such partitions. For each such partition and each \(i \in \{1, 2, \ldots, s\}\), we set \(u = u(i)\) to be the element of \(J_i\) for which \(d_u\) is minimal. In terms of our definition of \(f_i(x)\) and \(g_i(x)\), this means \(b_i = d_u\) and \(e_i\) is the greatest common divisor of the degrees of the terms of the polynomial \(f_i(x)/x^{d_u}\). We compute \(e_i\) by taking the greatest common divisor of the numbers \(d_v - d_u\) where \(v \in J_i\). In terms of the complexity of the algorithm, given \(J_i\), determining \(d_u\) can be done in \(O_r(\log n)\) bit operations and computing \(e_i\) takes at most \(O_r((\log n)^2)\) bit operations (cf. the discussion of Euclid’s algorithm in [3, p. 79]). We can in fact obtain a running time of \(O_r(\log n(\log \log n)^2 \log \log \log n)\) using a recursive gcd computation for large integers [3, p. 428] leading to the running time stated in Theorem C, but for the moment we use the \(O_r((\log n)^2)\) estimate. The number of these computations that are needed as we vary over the partitions of \(\{0, 1, \ldots, r\}\) and vary over the sets \(J_i\) making up the partitions is \(O_r(1)\). The computations have therefore thus far taken at most \(O_r((\log n)^2)\) bit operations.

Next, for each partition \(J_1, J_2, \ldots, J_s\) of \(\{0, 1, \ldots, r\}\) as above, we compute the sets \(M_i\) as follows. Observe that \(t_i\) is the number of elements of \(J_i\) and is necessarily \(\leq r + 1\). Thus, we can construct a list of the \(\ell\) that are squarefree positive integers and such that \(\gamma(\ell) \leq t_i\) in time \(O_r(1)\). For each such \(\ell\), we want to check if \(\Phi_\ell(x)\) divides \(g_i(x)\). An algorithm that works well here and in more generality as well is given as Algorithm A in [4]. For our purposes, we can simply take each term \(a_{u^v}(d_v - d_u)/e_i\) in \(g_i(x)\), where \(v \in J_i\), and replace it with \(a_{u^v}d'_v\) where \(d'_v \in \{0, 1, \ldots, \ell - 1\}\) and

\[
d'_v \equiv \frac{d_v - d_u}{e_i} \pmod{\ell}.
\]

If we call the resulting polynomial \(h_i(x)\), then \(g_i(x)\) is divisible by \(\Phi_\ell(x)\) if and only if \(h_i(x)\) is divisible by \(\Phi_\ell(x)\). Observe that the degree of \(h_i(x)\) is \(\leq \ell \leq (r + 1)'\). Also, the height of \(h_i(x)\) is \(\leq (r + 1)H\). Hence, one can check directly if \(h_i(x)\) is divisible by \(\Phi_\ell(x)\) in time \(O_{r,H}(1)\).

The construction of each \(h_i(x)\) takes time no more than \(O_{r,H}(\log n(\log \log n)^2)\), for \(\varepsilon > 0\) arbitrary, where the main contribution of the time required comes from the division of \(d_v - d_u\) by \(e_i\) above. Hence, the total time spent on constructing the various \(M_i\) as we vary over the partitions \(J_1, J_2, \ldots, J_s\) of \(\{0, 1, \ldots, r\}\) and \(i \in \{1, 2, \ldots, s\}\) is \(O_{r,H}(\log n(\log \log n)^2)\).

For the algorithm, we consider each partition \(J_1, J_2, \ldots, J_s\) of \(\{0, 1, \ldots, r\}\) as above one at a time. We construct the numbers \(e_i\) and the sets \(M_i\) as indicated. Next, we want to determine for a fixed partition whether (1) holds for some positive integer \(m\). In other words, we want to know
whether there is an \( m \) and \( m_i \in M_i \) for which

\[ m = m_i \gcd(m, e_i) \quad \text{for } i \in \{1, 2, \ldots, s\}. \]

For a positive integer \( k \), we use the notation \( \nu_p(k) \) to denote the positive integer \( u \) such that \( p^u \| k \). Then (2) holds if and only if each of the following is true:

- If \( p \mid m_1 \ldots m_s \), then \( \nu_p(m) \leq \nu_p(m_i e_i) \) for all \( i \) with equality whenever \( p \) divides \( m_i \).
- If \( p \nmid m_1 \ldots m_s \), then \( \nu_p(m) \leq \nu_p(e_0) \), where \( e_0 = \gcd(e_1, \ldots, e_s) \).

Defining

\[
D = \prod_{p^i \mid e_0} p^i = e_0/ \left( \prod_{p^i \mid e_0} p^i \right) \quad \text{and} \quad m_0 = \gcd(m_1 e_1, \ldots, m_s e_s)/D,
\]

then we see that a solution to (2) exists if and only if there exist \( m_i \) in \( M_i \) such that for every prime \( p \) dividing some \( m_i \), the exact power of \( p \) dividing \( m_0 \) is the same as the exact power of \( p \) dividing \( m_i e_i \). Furthermore, the set of \( m \) satisfying (2) in this case is precisely the set of \( m = m_0 d \), where \( d \mid D \). Observe that \( m_0 \) is the unique \( m \) satisfying (2) (if such \( m \) exist) with the property that every prime divisor of \( m \) is a divisor of \( m_1 m_2 \cdots m_s \). Furthermore, every prime divisor of \( m_1 m_2 \cdots m_s \) is a divisor of \( m_0 \). We are interested in knowing whether there exist \( m \) and \( m_i \) satisfying (2), so we simply restrict our attention to determining whether there exist \( m_i \) in \( M_i \) such that

\[ m_0 = m_i \gcd(m_0, e_i) \quad \text{for } i \in \{1, 2, \ldots, s\}. \]

Recall that the numbers \( e_i \) and all elements of \( M_i \) have been computed (for each \( i = 1, 2, \ldots, s \)). Also, as the partitions vary, the number of different \( e_i \) and \( m_i \) in \( M_i \) that arise is \( O_r(1) \). We go through all these possibilities and compute \( \mathcal{P} \), the set of primes dividing \( m_1 m_2 \cdots m_s \). There are \( O_r(1) \) such primes and it takes \( O_r(1) \) time to compute them. We compute \( e_0, D \) and \( m_0 \) as defined above and check whether (3) holds. Note that the second formula for \( D \) involves removing the prime divisors from \( e_0 \) that are in \( \mathcal{P} \), which is a fixed set of primes of size \( O_r(1) \). Thus, both \( e_0 \) and \( D \) can be computed in time \( O_r((\log n)^3) \). We also compute \( m_0 \) and check (3) with the same bound on the running time. If an \( m_0 \) is obtained for which (3) holds, then we output that \( f(x) \) has a cyclotomic factor, indicate that the choice of \( m = m_0 \) is such that \( \Phi_m(x) \) divides \( f(x) \) and end the algorithm. If no \( m_0 \) is obtained for which (3) holds, then we output that \( f(x) \) does not have a cyclotomic factor. As there are \( O_r(1) \) different \( m_0 \) each of size \( O_r(n) \), the running time estimate is not affected by going through the various \( m_0 \) and outputting the result. Hence, the proof of the theorem, but with running time only \( O_r((\log n)^2) \), has been explained.

We improve the running time as follows. For the algorithm above, we made use of a few different greatest common divisor computations. These were done to construct \( e_i \) for \( i \in \{1, 2, \ldots, s\} \), to calculate \( e_0 = \gcd(e_1, \ldots, e_s) \) and \( m_0 = \gcd(m_1 e_1, \ldots, m_s e_s)/D \), and to determine the value of the right-hand side of (3). As noted earlier, we can apply known algorithms for gcd computations [3, p. 428] that would allow us to reduce the running time to that required by the theorem. However, it is also worth noting that these gcd computations can be circumvented and the required running time obtained in a different manner. We explain this approach now.
Let \( J_1, J_2, \ldots, J_s \) be a partition of \( \{0, 1, \ldots, r\} \) as in the argument above. Write \( e_i = e'_i e''_i \) where every prime divisor of \( e'_i \) is \( \leq r + 1 \) and every prime divisor of \( e''_i \) is \( > r + 1 \). Recall that \( u = u(i) \in J_i \) is chosen so that \( d_u \) is minimal. One can compute \( e'_i \) without computing \( e_i \) from the formula

\[
e'_i = \prod_{p \leq t_i} p^\min_{e \in J_i} \{\nu_p(d_v - d_u)\}.
\]

In other words, for each \( p \leq t_i \), we can calculate the minimum of \( \nu_p(d_v - d_u) \) as \( v \) runs through the elements of \( J_i \) and then form the product above to get \( e'_i \). As we shall see momentarily, the numbers \( e'_i \) can be calculated in time \( O_r(\log n (\log \log n)^2 \log \log \log n) \).

We note now that

\[
g_i(x^{e''_i}) = \sum_{v \in J_i} a_v x^{(d_v - d_u)/e'_i},
\]

so we can compute \( g_i(x^{e''_i}) \) without computing \( g_i(x), e_i \) or \( e''_i \). Define

\[
M'_i = \{ \ell \in \mathbb{Z}_+: \Phi_\ell(x) | g_i(x^{e''_i}), \ell \text{ is squarefree, and } \gamma(\ell) \leq t_i \}.
\]

The set \( M'_i \) can be computed in the same manner that we computed \( M_i \) but with \( g_i(x) \) replaced by \( g_i(x^{e''_i}) \). Thus, computing \( M'_i \), given the polynomials \( g_i(x^{e''_i}) \), takes time \( O_r, H((\log n)(\log \log n)^2) \).

Recall that the prime divisors of \( e''_i \) are all \( > r + 1 \geq t_i \). We deduce that the numbers \( \ell \) in the definition of \( M_i \) and \( M'_i \) are relatively prime to \( e'_i \). It follows that \( M_i = M'_i \). Thus, the above analysis allows us to compute \( M_i \) without explicitly computing the numbers \( e_i \) and with running time \( O_r, H((\log n)(\log \log n)^2 \log \log \log n) \).

Next, we address how to determine whether (3) holds. Recall that \( P \) is the set of prime divisors of \( m_1 m_2 \cdots m_s \), and note that these primes are \( \leq r + 1 \). The prime divisors of \( m_0 \) are precisely the primes in \( P \). We deduce that (3) holds if and only if

\[
(4) \quad \nu_p(m_0) = \nu_p(m_i) + \min\{\nu_p(m_0), \nu_p(e_i)\}
\]

for each \( i \in \{1, 2, \ldots, s\} \) and for each \( p \in P \). For each prime \( p \in P \), we compute the values of \( \nu_p(e_i) \), for \( i \in \{1, 2, \ldots, s\} \), by using that \( \nu_p(e_i) = \nu_p(e'_i) \). Next, we compute

\[
\nu_p(m_0) = \min_{1 \leq i \leq s} \{\nu_p(m_i) + \nu_p(e_i)\}.
\]

Then we check if (4) holds. Observe that each \( \nu_p(m_i) \) is either 0 or 1, so \( \nu_p(m_i) \) can be computed by a simple division. We want also a method to compute \( \nu_p(e_i) = \nu_p(e'_i) \), for \( i \in \{1, 2, \ldots, s\} \). We further need to explain the computation of \( \nu_p(d_v - d_u) \) to obtain \( e'_i \) above. For \( U \) a positive integer and \( p \) a prime \( \leq r + 1 \), the value of \( \nu_p(U) \) can be computed as follows. We compute the values of \( p^{2j} \) successively for \( j \geq 0 \) by squaring until we arrive at a positive integer \( t \) for which \( p^{2t} > U \). Observe that \( t = O(\log \log U) \). We set \( k_0 = 0 \). For \( j \in \{1, 2, \ldots, t\} \), we successively check if \( p^{2j-1} | U \) and, if so, set \( k_j = k_{j-1} + 2^{t-2j} \) and replace \( U \) with \( U/p^{2j-1} \). If \( p^{2j-1} \nmid U \), then we set \( k_j = k_{j-1} + 1 \). Then \( k_t = \nu_p(U) \). Using this procedure, we can compute \( \nu_p(U) \) in time \( O_r(\log U (\log \log U)^2 \log \log \log U) \). The theorem follows.

Although it does not affect our main results, it is of some value to note that the running time of the algorithm can be shown to be \( O_r((\log n (\log \log n)^2 \log \log \log n + \log H)) \). Indeed, the
coefficients of \(f(x)\) only take part in the algorithm when we form the polynomials \(h_i(x)\) and when we check their divisibility by \(\Phi_\ell(x)\). Forming the polynomials involves \(O_r(1)\) additions of these coefficients and checking the divisibility of an \(h_i(x)\) by \(\Phi_\ell(x)\) takes time \(O_r(\log(H + 1))\). Note that these divisions do not depend on \(n\) since the degrees and the coefficients of the polynomials are \(O_r(1)\) and \(O_r(H)\), respectively.

As it may be of interest in other contexts, we explain briefly how we can get a bit more out of the algorithm. More precisely, we explain how to obtain the largest monic factor as follows.

We want to determine \(g(x)\) explicitly, but that would involve factoring \(D\) which, for complexity issues, should be avoided. However, we can get around determining \(C(m_0, D)\) explicitly by taking advantage of the fact that

\[
\prod_{m \in C(u, v)} \Phi_m(x) = \Phi_u(x^v)
\]

as follows.

We make a few observations about the sets \(C(u, v)\):

- One has \(C(U, V) \subseteq C(u, v)\) if and only if \(UV\) divides \(uv\), \(u\) divides \(U\) and, as a consequence, \(V\) divides \(v\).

- Given positive integers \(u, v, u', v'\) with \(\gcd(u, v) = \gcd(u', v') = 1\), define \(U = \text{lcm}(u, u')\), and let \(V = \gcd(v, v')\). Note that \(\gcd(U, V) = 1\). Then

\[
C(u, v) \cap C(u', v') = \begin{cases} 
C(U, V) & \text{if } UV \text{ divides } \gcd(uv, u'v') \\
\emptyset & \text{otherwise.}
\end{cases}
\]

- There is a natural ordering on the pairs \(\{u, v\}\) where \(u, v \in \mathbb{N}\), taking \(\{U, V\} < \{u, v\}\) if \(UV < uv\), or if \(UV = uv\) and \(V < v\). We see that if \(C(U, V) \subset C(u, v)\) then \(\{U, V\} < \{u, v\}\).
Now \(|S| = O_r(1)|. Given \(S\) we create a new set \(T\). We start with \(T_0 = S\), and then recursively construct
\[
T_{k+1} = \{\{U, V\} : C(U, V) = C(u, v) \cap C(u', v') \text{ for some } \{u, v\}, \{u', v'\} \in T_k \cup T_k\}.
\]
One can show that \(T_{k+1} = T_k\) for some \(k = O_r(1)|. When \(T_{k+1} = T_k\), we set \(T = T_k\). Note that \(|T| = O_r(1)|\) and \(\gcd(u, v) = 1\) for all \(\{u, v\} \in T\). For each \(\{u, v\} \in T\), beginning with \(uv\) minimal and \(v\) minimal given \(uv\), we define the polynomials
\[
\Phi_{\{u,v\}}(x) = \Phi_u(x^v) / \prod_{\{U,V\} \in T} \Phi_{\{U,V\}}(x) \in \mathbb{Z}[x].
\]
We do not compute these polynomials explicitly but can give their values as the quotient above where \(\{u, v\}\) and each \(\{U, V\}\) in the product are given explicitly. Then we have
\[
\Phi_S(x) = \prod_{\{u,v\} \in T} \Phi_{\{u,v\}}(x).
\]
Obtaining this description of \(\Phi_S(x)\) takes \(O_r(\log n \log \log n)^2 \log \log \log n\) bit operations.

The polynomial \(\Phi_S(x)\) is the product of all the distinct cyclotomic factors of \(f(x)\). To deal with cyclotomic factors to higher multiplicities, we make use of the following lemma due to G. Hajós [5] (also, see [11, p. 187]).

**Lemma 1.** If \((x - \alpha)^k\) divides \(f(x)\), then \(k \leq r\).

Recall that \(S\) was defined as the set of \(\{m_0, D\}\) that gave rise to solutions of (2) corresponding to cyclotomic factors of \(f(x)\). We construct similar sets \(S_j\) corresponding to cyclotomic factors of \(f^{(j)}(x)\) for every \(j \in \{0, 1, \ldots, r - 1\}\). Observe that the coefficients of \(f^{(j)}(x)\) are bounded by \(n^jH\), the degree of \(f^{(j)}(x)\) is \(n - j\) (assuming as we can that \(n \geq r\)) and the number of terms in \(f^{(j)}(x)\) is \(\leq r + 1\). Recalling that the running time of Algorithm C is \(O_r\left(\log n (\log \log n)^2 \log \log \log n + \log H\right)\), it is not difficult to see that the running time for computing the various sets \(S_j\) is \(O_{r,H}\left(\log n (\log \log n)^2 \log \log \log n\right)\). The exact multiplicity of a cyclotomic factor of \(f(x)\) is \(k\) provided it divides \(f^{(j)}(x)\) for \(0 \leq j \leq k - 1\) and not \(f^{(k)}(x)\). Lemma 1 further implies that if a cyclotomic polynomial divides \(f^{(j)}(x)\) for every \(j \in \{0, 1, \ldots, r - 1\}\), then the multiplicity of the factor is \(r\) (i.e., there is no need to check if the cyclotomic factor divides \(f^{(r)}(x)\)). However, we need to be able to determine the common cyclotomic factors determined by various sets \(S_j\). To do this, we set \(S_0^* = S_0\), and then construct recursively
\[
S_{k+1}^* = \{\{U, V\} : C(U, V) = C(u, v) \cap C(u', v') \text{ for some } \{u, v\}, \{u', v'\} \in S_k^*\} \cup S_{k+1}
\]
for each \(k \in \{1, 2, \ldots, r - 1\}\). One can then proceed by determining \(T_k^*\) from \(S_k^*\) as we constructed \(T\) from \(S\) above, and then compute \(\Phi_{S_k}(x)\), the product of the distinct cyclotomic polynomials dividing \(f(x)\) with multiplicity at least \(k + 1\). The product of the polynomials \(\Phi_{S_k^*}(x)\) for \(k \in \{0, 1, \ldots, r - 1\}\) is therefore the largest degree factor of \(f(x)\) that is a product of cyclotomic polynomials. The total running time is \(O_{r,H}\left(\log n (\log \log n)^2 \log \log \log n\right)\) for describing this factor of \(f(x)\).
We are now ready to return to our description of Algorithm A. Algorithm A begins by taking the input polynomial \( f(x) \) and applying Algorithm C. If \( f(x) \) has a cyclotomic factor, we obtain \( m \) as in (i). As \( f(x) \) is not reciprocal, \( f(x) \) cannot be a constant multiple of a cyclotomic polynomial. Hence, \( f(x) \) is reducible and (i) holds.

This part of the algorithm does not actually depend on \( f(x) \) being nonreciprocal. The proof of Algorithm C shows in fact that if \( f(x) \) has a cyclotomic factor, then one can determine \( m \) as in (i) with every prime divisor of \( m \) being \( \leq r + 1 \). Thus, it would not be difficult to factor \( m \) and compute \( \phi(m) \) in the running time required for Theorem A. Once \( \phi(m) \) is computed, then one can determine if \( f(x) \) is a constant multiple of the cyclotomic polynomial \( \Phi_m(x) \) by comparing \( \phi(m) \) with \( n \).

We suppose now that \( f(x) \) does not have a cyclotomic factor. The next step in Algorithm A is to determine whether \( f(x) \) has a reciprocal factor. We shall do this by making use of Theorem B, which we establish in the next section.

We compute
\[
\tilde{f}(x) = x^n f(1/x) = \sum_{j=0}^{r} a_j x^{n-d_j}.
\]

Since \( f(x) \) does not have a cyclotomic factor, we can apply Algorithm B to compute \( h(x) = \gcd_x(f(x), \tilde{f}(x)) \). Observe that \( h(x) \) is reciprocal and each reciprocal factor of \( f(x) \) divides \( h(x) \). As \( f(x) \) is not reciprocal, we must have \( \deg h < \deg f \). If \( h(x) \) is not constant, then \( f(x) \) is reducible, \( h(x) \) is a non-constant reciprocal factor of \( f(x) \) and (ii) holds as \( h(x) \) is a reciprocal polynomial of largest possible degree dividing \( f(x) \). Otherwise, \( f(x) \) does not have a non-constant reciprocal factor. Theorem B implies that this part of Algorithm A has running time \( O_{r,H}(\log n) \).

We are now left with considering the case that \( f(x) \) does not have any non-constant reciprocal factor. The basic idea here is to make use of the third author’s work in [9] (see also Theorem 74 in [11]). For a polynomial \( F(x_1, \ldots, x_r, x_1^{-1}, \ldots, x_r^{-1}) \), in the variables \( x_1, \ldots, x_r \) and their reciprocals \( x_1^{-1}, \ldots, x_r^{-1} \), we define
\[
JF = x_1^{u_1} \cdots x_r^{u_r} F(x_1, \ldots, x_r, x_1^{-1}, \ldots, x_r^{-1}),
\]
where each \( u_j \) is an integer chosen as small as possible so that \( JF \) is a polynomial in \( x_1, \ldots, x_r \). In the way of examples, if
\[
F = x^2 + 4x^{-1}y + y^3 \quad \text{and} \quad G = 2xyz - x^2z^{-3}w - 12w,
\]
then
\[
JF = x^3 + 4y + xy^3 \quad \text{and} \quad JG = 2xyz^3 - x^2 - 12z^3.
\]

In particular, note that although \( w \) is a variable in \( G \), the polynomial \( JG \) does not involve \( w \). We call a multi-variable polynomial \( F(x_1, \ldots, x_r) \in \mathbb{Q}[x_1, \ldots, x_r] \) reciprocal if
\[
JF(x_1^{-1}, \ldots, x_r^{-1}) = \pm F(x_1, \ldots, x_r).
\]

For example, \( x_1x_2 - x_1 - x_2 + 1 \) and \( x_1x_2 - x_3x_4 \) are reciprocal. Note that this is consistent with our definition of a reciprocal polynomial \( f(x) \in \mathbb{Z}[x] \).

To motivate the next result and begin our approach, we set
\[
F(x_1, \ldots, x_r) = a_r x_r + \cdots + a_1 x_1 + a_0 \in \mathbb{Z}[x_1, \ldots, x_r].
\]
The plan is to associate the factorization of \( f(x) = F(x^{d_1}, x^{d_2}, \ldots, x^{d_r}) \) with the factorization of a multi-variable polynomial of the form

\[
J F \left( y_1^{m_{11}} \cdots y_t^{m_{1t}}, \ldots, y_1^{m_{r1}} \cdots y_t^{m_{rt}} \right),
\]

where the number of variables \( t \) is \( \leq r \) and \( m_{ij} \in \mathbb{Z} \) for \( 1 \leq i \leq r \) and \( 1 \leq j \leq t \). The above multi-variable polynomial can be expressed as

\[
y_1^{u_1} \cdots y_t^{u_t} F(y_1^{m_{11}} \cdots y_t^{m_{1t}}, \ldots, y_1^{m_{r1}} \cdots y_t^{m_{rt}}),
\]

where

\[
u_j = -\min\{m_{1j}, m_{2j}, \ldots, m_{rj}\} \quad \text{for } 1 \leq j \leq t.
\]

To make the connection with the factorization of \( f(x) \), we want the matrix \( M = (m_{ij}) \) to be such that

\[
\begin{pmatrix}
d_1 \\
\vdots \\
d_r
\end{pmatrix} = M \begin{pmatrix}
v_1 \\
\vdots \\
v_t
\end{pmatrix}
\]

for some integers \( v_1, v_2, \ldots, v_t \). In this way, the substitution \( y_j = x^{v_j} \) for \( 1 \leq j \leq t \) takes any factorization

\[
y_1^{u_1} \cdots y_t^{u_t} F(y_1^{m_{11}} \cdots y_t^{m_{1t}}, \ldots, y_1^{m_{r1}} \cdots y_t^{m_{rt}}) = F_1(y_1, \ldots, y_t) \cdots F_s(y_1, \ldots, y_t)
\]

in \( \mathbb{Z}[y_1, \ldots, y_t] \) into the form

\[
x^{u_1 v_1 + \cdots + u_t v_t} F(x^{d_1}, x^{d_2}, \ldots, x^{d_r}) = F_1(x^{v_1}, \ldots, x^{v_t}) \cdots F_s(x^{v_1}, \ldots, x^{v_t}).
\]

We restrict our attention to factorizations in (7) where the \( F_i(y_1, \ldots, y_t) \) are non-constant. We will be interested in the case that \( s \) is maximal; in other words, we will want the right-hand side of (7) to be a complete factorization of the left-hand side of (7) into irreducibles over \( \mathbb{Q} \). For achieving the results in this paper, we want some algorithm for obtaining such a complete factorization of multi-variable polynomials; among the various sources for this, we note that A. K. Lenstra’s work in [6] provides such an algorithm. For the moment, though, we need not take \( s \) maximal.

Since \( f(x) = F(x^{d_1}, x^{d_2}, \ldots, x^{d_r}) \), the above describes a factorization of \( f(x) \), except that we need to take some caution as some \( v_j \) may be negative so the expressions \( F_i(x^{v_1}, \ldots, x^{v_t}) \) may not be polynomials in \( x \). For \( 1 \leq i \leq s \), define \( w_i \) as the integer satisfying

\[
J F_i(x^{v_1}, \ldots, x^{v_t}) = x^{w_i} F_i(x^{v_1}, \ldots, x^{v_t}).
\]

We obtain from (8) that

\[
x^{u_1 v_1 + \cdots + u_t v_t + w_1 + \cdots + w_s} f(x) = \prod_{i=1}^{s} x^{w_i} F_i(x^{v_1}, \ldots, x^{v_t}).
\]

The definition of \( w_i \) implies that this product is over polynomials in \( \mathbb{Z}[x] \) that are not divisible by \( x \). The conditions \( a_0 \neq 0 \) and \( d_0 = 0 \) imposed on \( f(x) \) in the introduction imply that \( f(x) \) is
not divisible by $x$. Hence, the exponent of $x$ appearing on the left must be 0, and we obtain the factorization

$$f(x) = \prod_{i=1}^{s} x^{w_i} F_i(x^{v_i_1}, \ldots, x^{v_i_r}) = \prod_{i=1}^{s} J F_i(x^{v_i_1}, \ldots, x^{v_i_r}).$$

The factorization given in (10) is crucial to our algorithm. As we are interested in the case that $f(x)$ has no non-constant reciprocal factor, we restrict our attention to this case. From (10), we see that the polynomials $x^{w_i} F_i(x^{v_i_1}, \ldots, x^{v_i_r})$ cannot have a non-constant reciprocal factor. There are, however, still two possibilities that we need to consider for each $i \in \{1, 2, \ldots, s\}$:

(i') $F_i(y_1, \ldots, y_t)$ is reciprocal.

(ii') $J F_i(x^{v_i_1}, \ldots, x^{v_i_r}) \in \mathbb{Z}$.

Although we will not need to know a connection between (i') and (ii'), we show here that if (i') holds for some $i$, then (ii') does as well. We consider then the possibility that

$$J F_i(y_1^{-1}, \ldots, y_t^{-1}) = \pm F_i(y_1, \ldots, y_t).$$

In other words, suppose that

$$y_1^{e_1} \cdots y_t^{e_t} F_i(y_1^{-1}, \ldots, y_t^{-1}) = \pm F_i(y_1, \ldots, y_t),$$

where $e_j = e_j(i)$ is the degree of $F_i(y_1, \ldots, y_t)$ as a polynomial in $y_j$. Substituting $y_j = x^{v_j}$ into (12), we obtain

$$x^{w_i + e_1 v_1 + \cdots + e_t v_t} F_i(x^{-v_1}, \ldots, x^{-v_t}) = \pm x^{w_i} F_i(x^{v_1}, \ldots, x^{v_t}).$$

By the definition of $w_i$, the polynomial on the right does not vanish at 0. Assume (ii') does not hold. Let $\alpha$ be a zero of this polynomial. Then substituting $x = 1/\alpha$ into (13) shows that $1/\alpha$ is also a zero. On the other hand, we have already demonstrated in (10) that the right-hand side of (13) is a factor of $f(x)$. This contradicts that $f(x)$ has no non-constant reciprocal factor. Hence, (ii') holds.

We make use of a special case of a result due to the third author in [9]. In particular, the more general result implies that the above idea can in fact always be used to factor $f(x)$ if $f(x)$ has two nonreciprocal irreducible factors. In other words, there exist a matrix $M$ and $v_j$ satisfying (6) and a factorization of the form (7) that leads to a non-trivial factorization of $f(x)$, if it exists, through the substitution $y_j = x^{v_j}$. We are interested in the case that $f(x)$ has no non-constant reciprocal factor. In this case, we can obtain a complete factorization of $f(x)$ into irreducibles.

**Theorem 1.** Fix

$$F = F(x_1, \ldots, x_r) = a_r x_r + \cdots + a_1 x_1 + a_0,$$

where the $a_j$ are nonzero integers. There exists a finite computable set of matrices $S$ with integer entries, depending only on $F$, with the following property: Suppose the vector $\mathbf{d} = (d_1, d_2, \ldots, d_r)$ is in $\mathbb{Z}^r$ with $d_r > d_{r-1} > \cdots > d_1 > 0$ and such that $f(x) = F(x^{d_1}, x^{d_2}, \ldots, x^{d_r})$ has no non-constant reciprocal factor. Then there is an $r \times t$ matrix $M = (m_{ij}) \in S$ of rank $t \leq r$ and a vector $\mathbf{v} = (v_1, v_2, \ldots, v_t)$ in $\mathbb{Z}^t$ such that (6) holds and the factorization given by (7) in $\mathbb{Z}[y_1, \ldots, y_t]$ of $f(x)$ into irreducible polynomials over $\mathbb{Q}$ implies the factorization of $f(x)$ given by (10) as a product of polynomials in $\mathbb{Q}[x]$ each of which is either irreducible over $\mathbb{Q}$ or a constant.
We are ready now to apply the above to assist us in Algorithm A. As suggested by the statement of Theorem 1, we take the coefficients $a_j$ of $f(x)$ and consider the multi-variable polynomial $F = F(x_1, \ldots, x_r)$. We compute the set $S$. Since $F$ is a linear polynomial with $r + 1$ terms and height $H$, the time required to compute $S$ is $O_{r,H}(1)$. Since $f(x) = F(x^{d_1}, \ldots, x^{d_r})$ has no non-constant reciprocal factors, there is a matrix $M = (m_{ij}) \in S$ of rank $t \leq r$ and a vector $\overrightarrow{v}$ in $\mathbb{Z}^r$ as in Theorem 1. We go through each of the $O_{r,H}(1)$ matrices $M$ in $S$ and solve for the vectors $\overrightarrow{v} = \langle v_1, v_2, \ldots, v_t \rangle$ in $\mathbb{Z}^r$ satisfying $\overrightarrow{d} = M \overrightarrow{v}$, where $t$ is the number of columns in $M$ and we interpret $\overrightarrow{d}$ and $\overrightarrow{v}$ as column vectors. From the definition of $S$, we have that the rank of $M$ is $t$ and $t \leq r$. Hence, there can be at most one such vector $\overrightarrow{v}$ for each $M \in S$. However, for each $\overrightarrow{d}$, there may be many $M \in S$ and $\overrightarrow{v}$ for which $\overrightarrow{d} = M \overrightarrow{v}$, and we will consider all of them.

We make use of the following simple result in this section and the next.

**Theorem D.** There is an algorithm with the following property. Given an $r \times t$ integral matrix $M = (m_{ij})$ of rank $t \leq r$ and $\max\{|m_{ij}|\} = O_{r,H}(1)$ and given an integral vector $\overrightarrow{d} = \langle d_1, \ldots, d_r \rangle$ with $\max\{|d_j|\} = O_{r,H}(n)$, the algorithm determines whether there is an integral vector $\overrightarrow{v} = \langle v_1, \ldots, v_t \rangle$ for which (6) holds, and if such a $\overrightarrow{v}$ exists, the algorithm outputs the solution vector $\overrightarrow{v}$. Furthermore, $\max\{|v_j|\} = O_{r,H}(n)$ and the algorithm runs in time $O_{r,H}(\log n)$.

**Proof.** There are a variety of ways we can determine if $\overrightarrow{d} = M \overrightarrow{v}$ has a solution and to determine the solution if there is one within the required time $O_{r,H}(\log n)$. We use Gaussian elimination. Performing elementary row operations on $M$ and multiplying by entries from the matrix as one proceeds to use only integer arithmetic allows us to rewrite $M$ in the form of an $r \times t$ matrix $M' = (m'_{ij})$ with each $m'_{ij} \in \mathbb{Z}$ and the first $t$ rows of $M'$ forming a $t \times t$ diagonal matrix with nonzero integers along the diagonal. These computations only depend on the entries of $M$ and, hence, take time $O_{r,H}(1)$. We perform the analogous row operations and integer multiplications on the vector $\overrightarrow{d} = \langle d_1, d_2, \ldots, d_r \rangle$ to solve $\overrightarrow{d} = M \overrightarrow{v}$ for $\overrightarrow{v}$. As the entries of $M$ are integers that are $O_{r,H}(1)$ and each $d_j$ is an integer that is $O_{r,H}(n)$, these operations take time $O_{r,H}(\log n)$. We are thus left with an equation of the form $\overrightarrow{d'} = M' \overrightarrow{v'}$ where the entries of $M'$ are integers that are $O_{r,H}(1)$ and the components of $\overrightarrow{d'} = \langle d'_1, d'_2, \ldots, d'_t \rangle$ are integers that are $O_{r,H}(n)$.

For each $j \in \{1, 2, \ldots, t\}$, we check if $d'_j \equiv 0 \pmod{m'_{jj}}$. If for some $j \in \{1, 2, \ldots, t\}$ we have $d'_j \not\equiv 0 \pmod{m'_{jj}}$, then a solution to the original equation $\overrightarrow{d} = M \overrightarrow{v}$, if it exists, must be such that $v_j \not\in \mathbb{Z}$. In this case, an integral vector $\overrightarrow{v}$ does not exist. Now, suppose instead that $d'_j \equiv 0 \pmod{m'_{jj}}$ for every $j \in \{1, 2, \ldots, t\}$. Then we divide $d'_j$ by $m'_{jj}$ to determine the vector $\overrightarrow{v}$. This vector may or may not be a solution to the equation $\overrightarrow{d} = M \overrightarrow{v}$. We check whether it is by a direct computation. If it is not a solution to the equation $\overrightarrow{d} = M \overrightarrow{v}$, then there are no solutions to the equation. Otherwise, $\overrightarrow{v}$ is an integral vector satisfying $\overrightarrow{d} = M \overrightarrow{v}$. Checking whether $d'_j \equiv 0 \pmod{m'_{jj}}$ for $1 \leq j \leq t$, solving for $\overrightarrow{v'}$ if it holds, and checking whether $\overrightarrow{d} = M \overrightarrow{v}$ all takes time $O_{r,H}(\log n)$. We also have $O_{r,H}(n)$ as a bound for the absolute value of the components $v_j$ of $\overrightarrow{v}$. We output $\overrightarrow{v}$ if it exists which takes time $O_{r,H}(\log n)$. Combining the running times above, the theorem follows.  

Algorithm D is performed for each of the $O_{r,H}(1)$ matrices $M$ in $S$. The running time for each application of Theorem D is $O_{r,H}(\log n)$, so the total running time spent applying Algorithm D for the various $O_{r,H}(1)$ matrices in $S$ is $O_{r,H}(\log n)$. This leads to $O_{r,H}(1)$ factorizations of the
form given in (7) into irreducibles, each having a potentially different value for $s$. For each of these, we compute the values of $F_i(x^{v_1}, \ldots, x^{v_t})$ and determine $w_i$ as in (9). We produce then $O_{r,H}(1)$ factorizations of $f(x)$ as in (10). As we obtain these factorizations, we keep track of the number of non-constant polynomials $x^{w_i} F_i(x^{v_1}, \ldots, x^{v_t})$ appearing in (10). We choose a factorization for which this number is maximal. Recalling that (10) follows from $\eta = M \bar{v}$ and (7), we deduce from Theorem 1 that the factorization of $f(x)$ we have chosen provides a factorization of $f(x)$ with each $x^{w_i} F_i(x^{v_1}, \ldots, x^{v_t})$ either irreducible or constant. Recalling that the polynomials $F_i(y_1, \ldots, y_t)$ in (7) are independent of $n$ and that the components of $\bar{v}$ are bounded in absolute value by $O_{r,H}(n)$, we see that producing the factorization of $f(x)$ into irreducibles and constants as in (10) takes time $O_{r,H}(\log n)$. For a factorization of $f(x)$ into irreducibles over $\mathbb{Q}$, we multiply together the constants appearing on the right of (10) and one of the irreducible polynomials $F_i(x^{v_1}, \ldots, x^{v_t})$. This does not affect the bound given for the running time of Algorithm A.

Thus, we have demonstrated an algorithm for Theorem A as stated in the introduction and justified that the algorithm satisfies the statement of Theorem A as well as (i), (ii) and (iii). Combining the above running time estimates, we deduce that the algorithm also has the stated running time bound given in Theorem A.

3 The Proof of Theorem B

As mentioned in the introduction, our proof of Theorem B relies heavily on the recent work of Bombieri and Zannier outlined by Zannier in an appendix in [11]. In particular, as a direct consequence of their more general work, we have

**Theorem 2.** Let $F(x_1, \ldots, x_k), G(x_1, \ldots, x_k) \in \mathbb{Q}[x_1, \ldots, x_k]$ be coprime polynomials. There exists an effectively computable number $B(F, G)$ with the following property. If $\bar{u} = \langle u_1, \ldots, u_k \rangle \in \mathbb{Z}^k$, $\xi \neq 0$ is algebraic and

$$F(\xi^{u_1}, \ldots, \xi^{u_k}) = G(\xi^{u_1}, \ldots, \xi^{u_k}) = 0,$$

then either $\xi$ is a root of unity or there exists a nonzero vector $\bar{v} \in \mathbb{Z}^k$ having components bounded in absolute value by $B(F, G)$ and orthogonal to $\bar{u}$.

It is important for our algorithm that the quantities $B(F, G)$ are effectively computable. We note that the fact $B(F, G)$ is effectively computable is not explicitly stated in the appendix of [11], but U. Zannier (private communication) has pointed out that the approach given there does imply that this is the case. The more recent paper [1] notes explicitly that $B(F, G)$ can be calculated.

Our description of Algorithm B has similarities to the third author’s application of Theorem 2 in [10] and [11]. In particular, we make use of the following lemma which is Corollary 6 in Appendix E of [11]. A proof is given there.

**Lemma 2.** Let $\ell$ be a positive integer and $\bar{v} \in \mathbb{Z}^\ell$ with $\bar{v}$ nonzero. The lattice of vectors $\bar{w} \in \mathbb{Z}^\ell$ orthogonal to $\bar{v}$ has a basis $\bar{v}_1', \bar{v}_2', \ldots, \bar{v}_{\ell-1}'$ such that the maximum absolute value of a component of any vector $\bar{v}_j'$ is bounded by $\ell/2$ times the maximum absolute value of a component of $\bar{v}$.
For our algorithm, we can suppose that \( f(x) \) does not have a cyclotomic factor and do so. We consider only the case that \( f(0)g(0) \neq 0 \) as computing \( \gcd_Z(f(x), g(x)) \) can easily be reduced to this case by initially removing an appropriate power of \( x \) from each of \( f(x) \) and \( g(x) \) (that is, by subtracting the least degree of a term from each exponent). This would need to be followed up by possibly multiplying by a power of \( x \) after our gcd computation.

We furthermore only consider the case that the content of \( f(x) \), that is the greatest common divisor of its coefficients, and the content of \( g(x) \) are 1. Otherwise, we simply divide by the contents before proceeding and then multiply the final result by the greatest common divisor of the two contents.

We express our two polynomials in the form
\[
f(x) = \sum_{j=0}^{k} a_j x^{d_j} \quad \text{and} \quad g(x) = \sum_{j=0}^{k} b_j x^{d_j},
\]
where above we have possibly extended the lists of exponents and coefficients describing \( f(x) \) and \( g(x) \) so that the exponent lists are identical and the coefficient lists are allowed to include coefficients which are 0. Also, we take \( d_k > d_{k-1} > \cdots > d_1 > 0 \). Thus, \( d_0 = 0 \), \( a_0 b_0 \neq 0 \) and \( k \leq 2r \). The time required to modify \( f(x) \) and \( g(x) \) so that they are not divisible by \( x \) and have content 1 and to adjust the exponent and coefficient lists as above is \( O_{r, H}(\log n) \).

Before continuing with the algorithm, we motivate it with some discussion. Let \( w(x) \) denote \( \gcd_Z(f(x), g(x)) \). We will apply Theorem 2 to construct two finite sequences of polynomials in several variables \( F_u \) and \( G_u \) with integer coefficients and a corresponding finite sequence of vectors \( \overrightarrow{d}(u) \) that will enable us to determine a polynomial in \( \mathbb{Z}[x] \) that has the common zeros, to the correct multiplicity, of \( f(x) \) and \( g(x) \). This then will allow us to compute \( w(x) \).

Let \( \xi \) be a zero of \( w(x) \), if it exists. Observe that \( \xi \neq 0 \), and since \( \xi \) is a zero of \( f(x) \) which has no cyclotomic factors, we have \( \xi \) is not a root of unity. Since \( \xi \) is a common zero of \( f(x) \) and \( g(x) \), we have
\[
\sum_{j=0}^{k} a_j \xi^{d_j} = \sum_{j=0}^{k} b_j \xi^{d_j} = 0.
\]
We recursively construct \( F_u, G_u \) and \( \overrightarrow{d}(u) \), for \( 0 \leq u \leq s \), where \( s \) is to be determined, beginning with
\[
F_0 = F_0(x_1, \ldots, x_k) = \sum_{j=0}^{k} a_j x_j \quad \text{and} \quad G_0 = G_0(x_1, \ldots, x_k) = \sum_{j=0}^{k} b_j x_j,
\]
and \( \overrightarrow{d}(0) = (d_1, d_2, \ldots, d_k) \). As \( u \) increases, the number of variables defining \( F_u \) and \( G_u \) will decrease. The value of \( s \) then will be \( \leq k \). Observe that
\[
F_0(x^{d_1}, \ldots, x^{d_k}) = f(x) \quad \text{and} \quad G_0(x^{d_1}, \ldots, x^{d_k}) = g(x).
\]
We deduce that \( F_0 \) and \( G_0 \), being linear, are coprime in \( \mathbb{Q}[x_1, \ldots, x_k] \) and that
\[
F_0(\xi^{d_1}, \ldots, \xi^{d_k}) = G_0(\xi^{d_1}, \ldots, \xi^{d_k}) = 0.
\]
Now, suppose for some $u \geq 0$ that nonzero polynomials $F_u$ and $G_u$ in $\mathbb{Z}[x_1, \ldots, x_{k_u}]$ and a vector $\vec{d}^{(u)} = (d_1^{(u)}, \ldots, d_{k_u}^{(u)}) \in \mathbb{Z}^{k_u}$ have been determined, where $k_u < k_{u-1} \cdots < k_0 = k$. Furthermore, suppose that $F_u$ and $G_u$ are coprime in $\mathbb{Q}[x_1, \ldots, x_{k_u}]$ and that we have at least one zero $\xi$ of $w(x)$ such that

$$F_u(\xi d_1^{(u)}, \ldots, \xi d_{k_u}^{(u)}) = G_u(\xi d_1^{(u)}, \ldots, \xi d_{k_u}^{(u)}) = 0.$$  \hfill (16)

In particular, $\xi \neq 0$ and $\xi$ is not a root of unity. Note that the $d_j^{(u)}$ may be negative. We will require

$$J F_u(x_1^{d_1^{(u)}}, \ldots, x_{k_u}^{d_{k_u}^{(u)}}) \mid f(x) \quad \text{and} \quad J G_u(x_1^{d_1^{(u)}}, \ldots, x_{k_u}^{d_{k_u}^{(u)}}) \mid g(x).$$  \hfill (17)

Observe that $J F_u(x_1^{d_1^{(u)}}, \ldots, x_{k_u}^{d_{k_u}^{(u)}})$ and $f(x)$ are in $\mathbb{Z}[x]$. We take (17) to mean that there is a polynomial $h(x) \in \mathbb{Z}[x]$ such that

$$f(x) = h(x) \cdot J F_u(x_1^{d_1^{(u)}}, \ldots, x_{k_u}^{d_{k_u}^{(u)}})$$

with an analogous equation holding for $g(x)$ and $J G_u(x_1^{d_1^{(u)}}, \ldots, x_{k_u}^{d_{k_u}^{(u)}})$. In particular, we want $J F_u(x_1^{d_1^{(u)}}, \ldots, x_{k_u}^{d_{k_u}^{(u)}})$ and $J G_u(x_1^{d_1^{(u)}}, \ldots, x_{k_u}^{d_{k_u}^{(u)}})$ to be nonzero. Note that these conditions which are being imposed on $F_u$ and $G_u$ are satisfied for $u = 0$ provided $w(x)$ is not constant. For $0 \leq u < s$, we describe next how to recursively construct $F_{u+1}$ and $G_{u+1}$ having analogous properties. The specifics of the algorithm and its running time will be discussed later.

There is a computable bound $B(F_u, G_u)$ as described in Theorem 2. We deduce that there is a nonzero vector $\vec{v} = (v_1, v_2, \ldots, v_{k_u}) \in \mathbb{Z}^{k_u}$ such that each $|v_i| \leq B(F_u, G_u)$ and $\vec{v}$ is orthogonal to $\vec{d}^{(u)}$. From Lemma 2, there is a $k_u \times (k_u - 1)$ matrix $\mathcal{M}$ with each entry of $\mathcal{M}$ having absolute value $\leq k_u B(F_u, G_u)/2$ and such that $\vec{d}^{(u)} = \mathcal{M} \vec{v}^{(u)}$ for some $\vec{v}^{(u)} \in \mathbb{Z}^{k_u-1}$, where we view the vectors as column vectors. We define integers $m_{ij}$ (written also $m_{i;j}$) and $v_j^{(u)}$, depending on $u$, by the conditions

$$\mathcal{M} = \begin{pmatrix} m_{11} & \cdots & m_{1,k_u-1} \\ \vdots & \ddots & \vdots \\ m_{k_u1} & \cdots & m_{k_u,k_u-1} \end{pmatrix} \quad \text{and} \quad \vec{v}^{(u)} = (v_1^{(u)}, \ldots, v_{k_u-1}^{(u)}).
$$

The relations

$$x_i = y_1^{m_{i1}} \cdots y_{k_u-1}^{m_{ik_u-1}} \quad \text{for} \ 1 \leq i \leq k_u$$

transform the polynomials $F_u(x_1, \ldots, x_{k_u})$ and $G_u(x_1, \ldots, x_{k_u})$ into polynomials in some, possibly all, of the variables $y_1, \ldots, y_{k_u-1}$. These new polynomials we call $\mathcal{F}_u$ and $\mathcal{G}_u$, respectively. More precisely, we define

$$\mathcal{F}_u(y_1, \ldots, y_{k_u-1}) = J F_u(y_1^{m_{11}} \cdots y_{k_u-1}^{m_{1,k_u-1}}, \ldots, y_1^{m_{k_u1}} \cdots y_{k_u-1}^{m_{k_u,k_u-1}})$$  \hfill (18)

and

$$\mathcal{G}_u(y_1, \ldots, y_{k_u-1}) = J G_u(y_1^{m_{11}} \cdots y_{k_u-1}^{m_{1,k_u-1}}, \ldots, y_1^{m_{k_u1}} \cdots y_{k_u-1}^{m_{k_u,k_u-1}}).$$  \hfill (19)
The polynomials $\mathcal{F}_u$ and $\mathcal{G}_u$ will depend on the matrix $\mathcal{M}$ so that there may be many choices for $\mathcal{F}_u$ and $\mathcal{G}_u$ for each $F_u$ and $G_u$. We need only consider one such $\mathcal{F}_u$ and $\mathcal{G}_u$ and do so. Note that this still may require considering various $\mathcal{M}$ until we find one for which $\overrightarrow{d^{(u)}} = \mathcal{M} \overrightarrow{v^{(u)}}$ is satisfied for some $\overrightarrow{v^{(u)}} \in \mathbb{Z}^{k_u - 1}$. The equation $\overrightarrow{d^{(u)}} = \mathcal{M} \overrightarrow{v^{(u)}}$ implies that for some integers $e_f(u)$ and $e_g(u)$ we have

$$\mathcal{F}_u(x_1^{v_1^{(u)}}, \ldots, x_{k_u-1}^{v_{k_u-1}^{(u)}}) = x^{e_f(u)} F_u(x_1^{d_1^{(u)}}, \ldots, x_{k_u}^{d_{k_u}^{(u)}})$$

and

$$\mathcal{G}_u(x_1^{v_1^{(u)}}, \ldots, x_{k_u-1}^{v_{k_u-1}^{(u)}}) = x^{e_g(u)} G_u(x_1^{d_1^{(u)}}, \ldots, x_{k_u}^{d_{k_u}^{(u)}}).$$

In particular, $\mathcal{F}_u$ and $\mathcal{G}_u$ are nonzero. Also,

$$J \mathcal{F}_u(x_1^{v_1^{(u)}}, \ldots, x_{k_u-1}^{v_{k_u-1}^{(u)}}) \mid f(x) \quad \text{and} \quad J \mathcal{G}_u(x_1^{v_1^{(u)}}, \ldots, x_{k_u-1}^{v_{k_u-1}^{(u)}}) \mid g(x).$$

Furthermore, with $\xi$ as in (16), we have

$$\mathcal{F}_u(\xi_1^{v_1^{(u)}}, \ldots, \xi_{k_u-1}^{v_{k_u-1}^{(u)}}) = \mathcal{G}_u(\xi_1^{v_1^{(u)}}, \ldots, \xi_{k_u-1}^{v_{k_u-1}^{(u)}}) = 0.$$

The idea is to suppress the variables, if they exist, which do not occur in $\mathcal{F}_u$ and $\mathcal{G}_u$ and the corresponding components of $\overrightarrow{v^{(u)}}$ to obtain the polynomials $F_{u+1}$ and $G_{u+1}$ and the vector $\overrightarrow{d^{(u+1)}}$ for our recursive construction. However, there is one other matter to consider. The polynomials $\mathcal{F}_u$ and $\mathcal{G}_u$ may not be coprime, and we require $F_{u+1}$ and $G_{u+1}$ to be coprime. Hence, we adjust this idea slightly.

Let

$$D_u = D_u(y_1, \ldots, y_{k_u-1}) = \gcd_{\mathbb{Z}}(\mathcal{F}_u, \mathcal{G}_u) \in \mathbb{Z}[y_1, \ldots, y_{k_u-1}].$$

Recall that $f(0)g(0) \neq 0$. Hence, (20), (21) and (22) imply that $J D_u(x_1^{v_1^{(u)}}, \ldots, x_{k_u-1}^{v_{k_u-1}^{(u)}})$ divides $\gcd_{\mathbb{Z}}(f, g)$ in $\mathbb{Z}[x]$. We define

$$F_{u+1} = \frac{\mathcal{F}_u(y_1, \ldots, y_{k_u-1})}{D_u(y_1, \ldots, y_{k_u-1})} \quad \text{and} \quad G_{u+1} = \frac{\mathcal{G}_u(y_1, \ldots, y_{k_u-1})}{D_u(y_1, \ldots, y_{k_u-1})},$$

and set $k_{u+1} \leq k_u - 1$ to be the total number of variables $y_1, \ldots, y_{k_u-1}$ appearing in $F_{u+1}$ and $G_{u+1}$. Note that $F_{u+1}$ and $G_{u+1}$ are coprime and that (17) holds with $u$ replaced by $u + 1$ and the appropriate change of variables.

We describe next how the recursive construction will end. Suppose we have just constructed $F_u$, $G_u$ and $\overrightarrow{d^{(u)}}$ and proceed as above to the next step of constructing $F_{u+1}$, $G_{u+1}$ and $\overrightarrow{d^{(u+1)}}$. At this point, $D_{u-1}$ will have been defined but not $D_u$. We want to find $\mathcal{M}$ and a $\overrightarrow{v^{(u)}}$ such that $\overrightarrow{d^{(u)}} = \mathcal{M} \overrightarrow{v^{(u)}}$ where $\mathcal{M}$ is a $k_u \times (k_u - 1)$ matrix with entries bounded in absolute value by $k_u B(F_u, G_u)/2$. So we compute $B(F_u, G_u)$ and the bound $k_u B(F_u, G_u)/2$ on the absolute values of the entries of $\mathcal{M}$. We consider such $\mathcal{M}$ and apply Algorithm D to see if there is an integral vector $\overrightarrow{v^{(u)}}$ for which $\overrightarrow{d^{(u)}} = \mathcal{M} \overrightarrow{v^{(u)}}$. Once such an $\mathcal{M}$ and $\overrightarrow{v^{(u)}}$ are found, we can proceed with the construction of $F_{u+1}$ and $G_{u+1}$ given above. On the other hand, it is possible that no such
\( \mathcal{M} \) and \( \overline{v}^{(u)} \) will be found. Given Theorem 2, this will be the case only if the supposition that (16) holds for some zero \( \xi \) of \( w(x) \) is incorrect. In particular, (16) does not hold for some zero \( \xi \) of \( w(x) \) if \( F_u \) and \( G_u \) are coprime polynomials in \( < 2 \) variables (i.e., \( k_u \leq 1 \)), but it is also possible that (16) does not hold for some \( u \) with \( F_u \) and \( G_u \) polynomials in \( \geq 2 \) variables (i.e., \( k_u \geq 2 \)). Given that \( \mathcal{M} \) is a \( k_u \times (k_u - 1) \) matrix, we consider it to be vacuously true that no \( \mathcal{M} \) and \( \overline{v}^{(u)} \) exist satisfying \( \overline{d}(u) = \mathcal{M} \overline{v}^{(u)} \) in the case that \( k_u \leq 1 \). If no such \( \mathcal{M} \) and \( \overline{v}^{(u)} \) exist, we consider the recursive construction of the polynomials \( F_u \) and \( G_u \) complete and set \( s = u \). We will want the values of \( D_u \) for every \( 1 \leq u \leq s - 1 \), so we save these as we proceed.

The motivation discussed above can be summarized into a procedure to be used for Algorithm B as follows. Beginning with \( F_0 \) and \( G_0 \) as in (14) and \( \overline{d}(0) = \langle d_1, \ldots, d_k \rangle \), we construct the multi-variable polynomials \( F_u \) and \( G_u \) and vectors \( \overline{d}(u) = \langle d_1^{(u)}, \ldots, d_k^{(u)} \rangle \in \mathbb{Z}^k_u \) recursively. Given \( F_u \), \( G_u \) and \( \overline{d}(u) \), we compute \( B(F_u, G_u) \) and search for a \( k_u \times (k_u - 1) \) matrix \( \mathcal{M} \) with integer entries having absolute value \( \leq k_u B(F_u, G_u)/2 \) for which \( \overline{d}(u) = \mathcal{M} \overline{v}^{(u)} \) is solvable with \( \overline{v}^{(u)} = \langle v_1^{(u)}, \ldots, v_{k_u-1}^{(u)} \rangle \in \mathbb{Z}^{k_u-1} \). We check for solvability and determine the solution \( \overline{v}^{(u)} \) if it exists by using Algorithm D. If no such \( \mathcal{M} \) and \( \overline{v}^{(u)} \) exist, then we set \( s = u \) and stop our construction. Otherwise, once such an \( \mathcal{M} = (m_{ij}) \) and \( \overline{v}^{(u)} \) are determined, we define \( F_{u+1} \) and \( G_{u+1} \) using (18), (19), (23) and (24). After using (24) to construct \( F_{u+1} \) and \( G_{u+1} \), we determine the variables \( y_1, \ldots, y_{k_u-1} \) which occur in \( F_{u+1} \) and \( G_{u+1} \) and define \( \overline{d}^{(u+1)} \) as the vector with corresponding components from \( v_1^{(u)}, \ldots, v_{k_u-1}^{(u)} \); in other words, if \( y_j \) is the \( i \)th variable occurring in \( F_{u+1} \) and \( G_{u+1} \), then \( v_j^{(u)} \) is the \( i \)th component of \( \overline{d}^{(u+1)} \).

For the running time for this recursive construction, we use that \( B(F_u, G_u) \) is \( O_r, H(1) \) as \( u \) varies and, furthermore, the numbers \( B(F_u, G_u) \) can be computed in time \( O_r, H(1) \). In particular, this implies that for a fixed \( u \), there are \( O_r, H(1) \) choices for \( \mathcal{M} \) and, hence, a total of \( O_r, H(1) \) possible values for \( F_{u+1} \) and \( G_{u+1} \) independent of the value of \( \overline{d}(u) \). In other words, without even knowing the values of \( d_1, \ldots, d_k \), we can use Theorem 2 to deduce that there are at most \( O_r, H(1) \) possibilities for \( F_1 \) and \( G_1 \). For each of these possibilities, another application of Theorem 2 implies that there are at most \( O_r, H(1) \) possibilities for \( F_2 \) and \( G_2 \). And so on. As \( s \leq k \leq 2r \), we deduce that the total number of matrices \( \mathcal{M} \) that we need to consider during the recursive construction is bounded by \( O_r, H(1) \). The recursive construction depends on \( n \) only when applying Theorem D to see if \( \overline{d}(u) = \mathcal{M} \overline{v}^{(u)} \) holds for some \( \overline{v}^{(u)} \) and to determine \( \overline{v}^{(u)} \) if it exists. For a fixed \( \mathcal{M} \), Theorem D implies that these computations can be done in time \( O_r, H(\log n) \). As the total number of \( \mathcal{M} \) to consider is bounded by \( O_r, H(1) \), we deduce that the recursive construction of the \( F_u \), \( G_u \) and \( \overline{d}(u) \) takes time \( O_r, H(\log n) \).

As we proceed in our recursive construction of the \( F_u \) and \( G_u \), an important aspect of the construction is that the \( m_{ij} \) are bounded in absolute value by \( O_r, H(1) \) and, hence, the coefficients and exponents appearing in \( F_u \) and \( G_u \) are bounded by \( O_r, H(1) \). In other words, \( F_u \) and \( G_u \) can be written in time \( O_r, H(1) \). Another important aspect of the construction is to note that as we are dividing by \( D_u \) to construct \( F_{u+1} \) and \( G_{u+1} \), we obtain not simply that \( J D_u \langle x^{v_1^{(u)}}, \ldots, x^{v_{k_u-1}^{(u)}} \rangle \) divides \( \gcd_{\mathbb{Z}}(f, g) \) in \( \mathbb{Z}[x] \) but also

\[
(25) \quad \prod_{j=0}^{u} J D_j \langle x^{v_1^{(j)}}, \ldots, x^{v_{k_u-1}^{(j)}} \rangle \text{ divides } \gcd_{\mathbb{Z}}(f, g) \text{ in } \mathbb{Z}[x].
\]
This can be seen inductively by observing that

\[
J \mathcal{F}_u(x^{v_1^{(u)}}, \ldots, x^{v_{k_u-1}^{(u)}}) = \frac{f(x)}{\prod_{j=0}^{u-1} JD_j(x^{v_1^{(j)}}, \ldots, x^{v_{k_j-1}^{(j)}})}
\]

and

\[
J \mathcal{G}_u(x^{v_1^{(u)}}, \ldots, x^{v_{k_u-1}^{(u)}}) = \frac{g(x)}{\prod_{j=0}^{u-1} JD_j(x^{v_1^{(j)}}, \ldots, x^{v_{k_j-1}^{(j)}})}.
\]

Algorithm B ends by making use of the identity

\[
\gcd_Z (f(x), g(x)) = \prod_{u=0}^{s-1} JD_u(x^{v_1^{(u)}}, \ldots, x^{v_{k_u-1}^{(u)}}).
\]

We justify (28). Recall that we have denoted the left side by \(w(x)\). Observe that (25) implies that the expression on the right of (28) divides \(w(x)\). By the definition of \(s\), when we arrive at \(u = s\) in our recursive construction, (16) fails to hold for every zero \(\xi\) of \(w(x)\). Therefore, taking \(u = s - 1\) in (24), (26) and (27) implies that the right-hand side of (28) vanishes at all the zeros of \(w(x)\) and to the same multiplicity. As noted earlier, we are considering the case that the contents of \(f(x)\) and \(g(x)\) are 1. We deduce that (28) holds. Observe that the computation of \(\gcd_Z (f(x), g(x))\) by expanding the right side of (28) involves \(O_{r, H}(1)\) additions of exponents of size \(O_{r, H}(n)\). This computation can be done in time \(O_{r, H}(\log n)\). Theorem B follows.
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