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Abstract. — We introduce new metrics on spaces of Lagrangian submanifolds, not

necessarily in afixedHamiltonian isotopy class.Ourmetrics arise frommeasurements

involving Lagrangian cobordisms. We also show that splitting Lagrangians through

cobordism has an energy cost and, from this cost being smaller than certain explicit

bounds, we deduce some forms of rigidity of Lagrangian intersections. We also fit

these constructions in the more general algebraic setting of triangulated categories,

independent of Lagrangian cobordism. As a main technical tool, we develop aspects

of the theory of (weakly) filtered �∞-categories.

Résumé (Ombres des sous-variétés Lagrangiennes et catégories triangulées)
Nous introduisons de nouvelles métriques sur les espaces des sous-variétés

Lagrangiennes dont la classe d’isotopie Hamiltonienne n’est pas nécessairement

fixée. Ces métriques proviennent de certaines quantités associées aux cobordismes

Lagrangiens. Nous montrons également que la décomposition d’un Lagrangien

à travers un cobordisme a un coût énergétique non-nul et, à partir d’une borne

explicite de ce coût, nous déduisons des formes de rigidité des intersections Lagran-

giennes. Ces constructions interviennent dans le cadre algébrique plus général des

catégories triangulées, indépendament du cobordisme Lagrangien. Comme outil

technique central, nous développons certains aspects de la théorie des catégories �∞
( faiblement) filtrées.

© Astérisque 426, SMF 2021
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CHAPTER 1

INTRODUCTION AND MAIN RESULTS

One of the main objectives of this paper is to introduce new metrics and related

measurements on certain classes of Lagrangian submanifolds of a given symplectic

manifold. The (pseudo) metrics that we look for are supposed to have three features:

(i) Have significant symplectic content, in particular, be coherent with respect to

Hofer’s norm.

(ii) Be non-degenerate.

(iii) Be finite for a class of Lagrangians as large as possible.

Symplectic topology is characterized by an interplay of flexible and rigid phenom-

ena, flexibility originating in the Gromov ℎ-principle and rigidity being reflected

through properties of �-holomorphic curves. This tension flexibility – rigidity ren-

ders non-trivial the definition of metrics with the three properties above: without

restricting in an appropriate manner the class of Lagrangians considered, flexibil-

ity leads to pseudo-metrics that are degenerate. On the other hand, having finite

distances between Lagrangians with different isotopy (and even homotopy) types

is non-obvious.

Our measurements arise from the perspective of Lagrangian cobordism. The sim-

plest non-trivial setting in which our metrics exist is the case when (", $ = d�) is a
Liouville manifold.

Denote by L06ex(") the collection of exact Lagrangian submanifolds in" which

are compact without boundary. Given a Lagrangian cobordism+ ⊂ ℝ2×" (see Sec-

tion 1.1 for the definition), denote by S(+) the area of the projection of + to ℝ2

together with all the bounded regions bounded by this projection.

We call this measurement the shadow of + . More precisely:

(1.1) S(+) = Area(ℝ2 \ U),
where U ⊂ ℝ2 \ �(+) is the union of all the unbounded connected components

of ℝ2 \ �(+). Here � : ℝ2 ×" → ℝ2
is the projection.

Fix a family of exact Lagrangians F ⊂ L06ex("). For every !, !′ ∈ L06ex(")
define:

3F(!, !′) := inf

+

{
S(+) ; + : ! (�1 , . . . , �8−1 , !

′, �8 , . . . , �:), : ≥ 0, �8 ∈ F
}
,(1.2)



8 CHAPTER 1. INTRODUCTION AND MAIN RESULTS

where the infimum is taken over all (possibly disconnected) exact Lagrangian cobor-

disms + having ! as its single positive end and whose negative ends consists of !′

possibly together with other Lagrangians, all taken from the family F. We use the

convention that inf∅ = ∞, so that 3F(!, !′) = ∞ if there is no exact cobordism +
as in (1.2).

It is easy to see that 3F
is a pseudo-metric (possibly with infinite values). How-

ever, 3F
is generally degenerate (yet not identically zero). Fix a second family of

Lagrangians F′ ⊂ L06ex(") and define

(1.3) 3̂ F,F′
:= max{3F, 3F′}.

One of our main results is:

Theorem A. — If (⋃ ∈F ) ∩ (
⋃
 ′∈F′  ′ ) is totally disconnected, then 3̂ F,F′ is non-

degenerate, hence a metric, (possibly with infinite values) on L06ex(").

Wecall 3̂ F,F′
the shadowmetric associated to the pair of familiesF,F′. For example,

one can take Fto be a finite family of Lagrangians and for the family F′ one can take

a small and generic Hamiltonian perturbation of each of the elements in F. Then

(⋃ ∈F ) ∩ (
⋃
 ′∈F′  ′ ) is discrete and Theorem A applies.

The shadow metrics bear a simple relation to the well known Lagrangian Hofer

metric [Che00] on the space of Lagrangian submanifolds in a given Hamiltonian

isotopy class. Indeed, it is not hard to see that if !′ is Hamiltonian isotopic to ! then

3̂ F,F′(!, !′) ≤ 3Hofer(!, !′)
and, in particular, shadow metrics satisfy property i from the beginning of the in-

troduction. This is so because any Hamiltonian isotopy {)C(!)} between two exact

Lagrangians ! and !′ gives rise to an exact Lagrangian cobordism+ : ! !′ (called
the Lagrangian suspension of the isotopy) with S(+) = length

Hofer
{)C(!)}.

When F= ∅ the pseudo-metric 3∅ is already non-degenerate and coincides with

the metric introduced in [CS19] which infimizes the shadow of cobordisms having

only ! and !′ as ends (these are called simple cobordism). Of course 3̂ F,F′ ≤ 3∅.
The use ofmultiple ended cobordisms and not of only simple ones in the definition

ofmetrics such as 3̂ F,F′
is a crucial novelty brought forth in this paper. Three aspects

of this construction are worth underlining at this point. Firstly, in the exact setting,

it is conjectured that any simple cobordism is a Lagrangian suspension (progress on

this question appears in [Sua17]). Therefore, 3∅, at least conjecturally, coincides with

the LagrangianHofer distance and, in particular, 3∅(!, !′) is expected to be infinite as

soon as ! and !′ are not Hamiltonian isotopic. However, for nonempty families F,F′

the associated distances 3̂ F,F′(!, !′) are often finite for pairs of Lagrangians !, !′ that
are not even smoothly isotopic or can even have different homotopy types. Secondly

andmore conceptually, the existence of the metrics 3̂ F,F′
for F,F′ ≠ ∅ is a reflection

of the fact that the Lagrangian submanifolds in our setting can be organized in an

�∞-category which in turn, by a further algebraic process, gives rise to a triangulated

category – thederivedFukaya category.Aswewill explain indetail below (see already

Section 1.2), the metrics 3̂ F,F′
reflect the triangulated structure of this category in

ASTÉRISQUE 426



1.1. DECOMPOSITION BY LAGRANGIAN COBORDISM 9

the sense that they can be understood as providing the infimum of an “energy”

cost required for certain decompositions by iterated exact triangles in this category.

Finally, the last point to mention is that, as a technical reflection of the second aspect

mentioned just above, proving the non-degeneracy of the metrics 3̂ F,F′
requires,

among other steps, a considerable development of �∞-algebraic machinery in the

filtered setting and this setup could potentially be of use elsewhere.

In Chapter 6 wewill study further aspects of shadowmetrics. In particular wewill

see that analogues of the shadow metric exist also for other classes of Lagrangian

submanifolds, such as weakly exact Lagrangians and monotone ones and variants of

Theorem A continue to hold in these settings.

1.1. Decomposition by Lagrangian cobordism

A Lagrangian cobordism [Arn80] (see [BC13] for the formalism in use here) is a

Lagrangian submanifold + ⊂ ℝ2 ×" with the property that there exists a compact

interval [0− , 0+] ⊂ ℝ such that

+ \
(
[0− , 0+] ×ℝ ×"

)
=

( :∐
8=1

ℓ− × {8} × !8
)∐ ( :′∐

9=1

ℓ+ × { 9} × !′9
)
,

where ℓ− = (−∞, 0−), ℓ+ = (0+ ,∞) and the !8 ’s and !
′
9
’s are Lagrangian submanifolds

of". The !8 ’s are called the negative ends of+ and the !′
9
’s the positive ends. We write:

+ : (!′
1
, . . . , !′:′) (!1 , . . . , !:).

We allow any of :′ or : to be 0 in which case the positive or negative end of the

cobordism is void.

Fix a collection L of Lagrangian submanifolds of ". Given a Lagrangian sub-

manifold ! ⊂ " we are interested in the “splitting” (or decomposition) of ! into

Lagrangian submanifolds picked from the collectionL. The type of splitting that we

focus on is through Lagrangian cobordisms + with a single positive end equal to !
and multiple negative ends, + : ! (!1 , . . . , !:). This perspective on cobordism

is natural not least because, as is known from previous work [BC13], [BC14] and
under appropriate constraints onL, such cobordisms induce genuine (iterated cone)

decompositions of !with factors the negative ends !8 in the derived Fukaya category

of ".

As already mentioned at the beginning of the introduction, the central point of

view for this paper is to regard the shadow S(+) of a cobordism + as an energy

cost for the splitting corresponding to+ . We address two natural questions from this

perspective:

1) Assuming ! and !1 , . . . , !: fixed, find a lower bound for the minimal energy

cost required to split ! in the factors !8 (see Theorem B)?

2) Is there some form of Lagrangian intersections rigidity that is specific to low

energy splittings (see Theorem C)?

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2021



10 CHAPTER 1. INTRODUCTION AND MAIN RESULTS

For the following resultswe restrict to the class of Lagrangian submanifolds ! ⊂ "
that are closed and weakly exact (i.e. $ �2(",!) = 0). Similarly, cobordisms + are

assumed to be weakly exact.

The next theorem shows that the shadow of cobordisms + : ! (!1 , . . . , !:)
between fixed ! and (!1 , . . . , !:) cannot become arbitrarily small unless these Lagran-

gians are placed in a very particular position.

Theorem B. — Let !, !1 , . . . , !: ⊂ " be weakly exact Lagrangian submanifolds. Assume
that ! is not contained in !1 ∪ · · · ∪ !: . Then there exists � = �(!; () > 0 which depends
only on ! and ( := !1 ∪ · · · ∪ !: , such that for every weakly exact Lagrangian cobordism
+ : ! (!1 , . . . , !:) we have
(1.4) S(+) ≥ 1

2
�.

The proof is given Chapter 5. A non-technical outline of the proof is presented in

next Section 1.3.

The next theorem establishes relations between ! and !1 , . . . , !: in case they are

related by a Lagrangian cobordism with small shadow.

Theorem C. — Let !, !1 , . . . , !: ⊂ " be weakly exact Lagrangians and ( as in Theo-
rem B. Let # ⊂ " be another weakly exact Lagrangian and assume that the Lagrangians
#, !, !1 , . . . , !: are in general position. There exists �′ = �′(#, () > 0 that depends on #
and ( (but not on !) such that for every weakly exact Lagrangian cobordism

+ : ! (!1 , . . . , !:)
with S(+) < 1

2
�′ we have

(1.5) # (# ∩ !) ≥
:∑
8=1

# (# ∩ !8).

The numbers �, �′ are variants of the Gromov width from [BC07]. Namely, � is

the Gromov width of ! in the complement of ( and �′ is a symplectic measure of the

intersection (∩# . The precise definitions are given in Chapter 5, where more precise

versions of Theorems B and C are restated and proved as parts of a single, stronger

statement, Theorem 5.1.

Analogues of Theorems B and C hold also in the monotone case, see Chapter 5.

1.2. Weighted fragmentation pseudo-metrics on triangulated categories

The construction of the shadow pseudo-metrics can be generalized to a more

abstract setting, as discussed in §6.4.1. In summary, given a triangulated category X

fix a family Fof objects ofX. Assume that there is a way to associate a weight to each

iterated cone decomposition in Xwhich is well-behaved with respect to refinement

of cone decompositions. For two objects  ,  ′ inXwe infimize the weight of the cone

decompositions of  that express  as an iterated cone involving  ′ and elements

of F. By symmetrizing formally the resulting measurement we get a pseudo-metric

on the objects of X.

ASTÉRISQUE 426



1.3. OUTLINE OF THE PROOF OF THEOREM B 11

These pseudo-metrics are called weighted fragmentation pseudo-metrics. When the

triangulated category in question is the derived Fukaya category an example of such

pseudo-metrics are the shadowpseudo-metrics seen before.We also construct amore

algebraic example, independent of cobordisms, that is based on thefiltered chain level

structures that appear in Floer theory.

1.2.1. Remark. — Since the submission of this paper, the machinery developed here

has seen a fewother applications beyond the Lagrangian intersection results included

in the text. In one direction [BCc] the shadow fragmentation pseudo-metrics are used

in the setting of certain cobordism categories of immersed Lagrangians. There is a

class of such categories called categories with surgery models. A natural quotient of

such a category is triangulated and carries shadow fragmentation pseudo-metrics as

defined here. Under certain constraints, when the class of Lagrangians in study is un-

obstructed, these pseudo-metrics are non-degenerate, by an extension of TheoremA.

Moreover, the respective triangulated category contains a subcategory isomorphic

to the derived Fukaya category associated to the embedded Lagrangians. A second

direction is related to a conjecture due to Viterbo [Vit, Conjecture 1] on the existence

of a uniform bound on the spectral norm of a exact compact Lagrangian submani-

fold ! in a fixed disk sub-bundle of a cotangent bundle )∗# of a closed manifold #.
This conjecture was recently proved for a class of manifolds # including the original

case of # = )= in the papers [Sheb], [Shea]. However, Viterbo’s conjecture is still

open for arbitrary closed #. In this general setting some of the filtration machinery

developed here is used in [BCa] to deduce estimates for the spectral distance �(!, #)
(where # is viewed as the zero section) in terms of the boundary depth of the Floer

complex CF(!, )∗G#), where )∗G# is a fibre of the bundle. Finally, the paper [KS] that
was partially inspired by the filtered Yoneda approach of the current paper has found

numerous recent applications.

1.3. Outline of the proof of Theorem B

We focus here on the proof of Theorem B (the proof of Theorem C makes use of

similar ideas). We consider a symplectic embedding of a standard ball 4 : �(A) → "
such that

4−1(!) = �ℝ(A), 4
(
�(A)

)
∩ (!1 ∪ · · · ∪ !:) = ∅

and we put % = 4(0). The bulk of the proof is devoted to proving that for any

almost complex structure � on " there exists a �-holomorphic polygon D in "
with a boundary edge on ! (and possibly on the other !8 ’s) going through % and

with $(D) ≤ S(+).
Once this is proved, the theorem follows by using a suitable choice of �, an appli-

cation of the Lelong inequality, and the definition of � = �(!; () as in (5.1).

To control energy bounds in our arguments we set up in Chapter 2 the machinery

of�∞-categories andmodules in the (weakly) filtered setting. Variants of this already

appear in the literature, for instance in [FOOO09a], [FOOO09b] (in somewhat differ-

ent form), but we give enough details so as to be able to extend – in Chapter 3 – the

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2021



12 CHAPTER 1. INTRODUCTION AND MAIN RESULTS

results from [BC14] to this setting. The wording weakly means that, to achieve regu-

larity, we allow for small Hamiltonian perturbations in the definition of the various

algebraic structures.

As a consequence, these structures are filtered only up to a system of small,

controllable errors. We also prove in Section 2.6 a structural result, Theorem 2.14,

concerning iterated cones K of (weakly) filtered �∞-modules and, in particular, we

show that each such cone admits a quasi-isomorphic model K′ which is an iterated

conewith the same factors asKand such thatK′ has a filtration that iswell controlled

with respect to that ofKand the �1 operation ofK′ can be written explicitly in terms

of higher �: ’s of the underlying �∞-category – see (2.31).

This result is based on a (weakly) filtered version of the following property of the

Yoneda embedding [Sei08]: for an �∞-module N and an object . there is a natural

quasi-isomorphism N(.) � hom(Y,N) (where Y is the Yoneda module of .). We

prove in Section 2.5 a weakly filtered version of this property which seems to be new

(and somewhat delicate to prove).

With this preparation, the proof of the theorem is given in Chapter 5. By neglecting

a number of technicalities, the argument can be sketched as follows. We consider a

new cobordism , : ∅ (!, !1 , . . . , !:) obtained from + by bending the end !
of + clockwise half a turn, as in Figure 4. The main result in [BC14] implies that the

Yoneda modulesL,L8 associated to the negative ends of the cobordism, fit into an

iterated cone of �∞-modules over the Fukaya category, FD:("). The output of this

iterated cone is a module M, defined as:

M, = C>=4
(
L:

!:→ C>=4
(
L:−1

!:−1→ · · · → C>=4(L1

!1→ L
)
· · ·

) )
,

and, moreover, this module is acyclic. In view of our preparatory step all themodules

and structures involved here are filtered.

By typical cobordism arguments, we show that there exists a null-homotopy � of

the identity of M, (!) (this is the chain complex given by applying the module M,

to the object ! of FD:(")) that shifts filtrations by at most � ≤ S(+) + & where we

can take & as small as desired. A cycle 4! in CF(!, !) representing the fundamental

class [!] ∈ HF(!, !) still remains a cycle in M, (!). We deduce that it has to be the

boundary of some element in M, (!) of filtration higher than that of 4! by not more

than � or, in other words, the boundary depth (see [Ush11], and also Section 2.7) of 4!
is at most �. By suitable choices, we may assume that 4! is the maximum point of a

Morse function on !, which is achieved at %.
At this point it is crucial thatM, is an iterated cone of (weakly) filtered�∞-modules.

We now use the structural Theorem 2.14 to associate to M, the quasi-isomorphic

module M (provided by that theorem). Because the filtrations on M and M, are

tightly related, we deduce that the boundary depth of 4! in M(!) is at most � + &′

where &′ > 0 can be taken arbitrarily small. From the special form of the differential

of M(!)which involves the higher order �∞-operations �3, we conclude that there is

a pseudo-holomorphic polygon D in " with boundary on ! and on some of the !8 ’s
that appears in the differential ofM(!) and that passes through %. Moreover, the area

of this polygon is not more than � + &′. In essence, this concludes the argument by

making &, &′→ 0.
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CHAPTER 2

WEAKLY FILTERED �∞-THEORY

In this chapter we develop a general framework for weakly filtered �∞-categories,
with an emphasis on weakly filtered modules over such categories. In our context

“weakly filtered” generally means that the morphisms in the category are filtered

chain complexes but the higher �∞-operations do not necessarily preserve these

filtrations. Rather they preserve them up to prescribed errors which we call dis-
crepancies. In the same vein one can consider also weakly filtered �∞-functors and

modules. Related notions of filtered �∞-structures have been considered in the lit-

erature (e.g. [FOOO09a], [FOOO09b]), but the existing theory seems to differ from

ours in its scope and applications.

Below we will cover only the most basic concepts of �∞-theory in the weakly

filtered setting. In particular we will not go into the topics of derived categories, split

closure or generation in the weakly filtered framework. Ourmain goal is in fact much

more modest: to provide an effective description of iterated cones of modules in the

weakly filtered setting in terms of weakly filtered twisted complexes.

Some readers may find the details of the weakly filtered setting somewhat over-

whelming, especially in what concerns keeping track of the discrepancies. If one

assumes all the discrepancies to vanish, the theory becomes “genuinely filtered” and

is easier to follow.However, the additional difficulty due to theweakly filtered setting

is largely superficial. Indeed, significant parts of the theory developed in this chapter

do not become easier if one works in the genuinely filtered setting, except in terms

of notational convenience. We also remark that, as far as we know, a good part of the

theory developed in this chapter, particularly the study of iterated cones, is new even

in the genuinely filtered case. The reason for developing the theory in the weakly

filtered setting (rather than filtered) has to dowith the geometric applications we aim

at which have to do with Fukaya categories of symplectic manifolds. For technical

reasons, the weakly filtered framework fits better with the standard implementations

of these categories.
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2.1. Weakly filtered �∞-categories

In the following we will often deal with sequences ε = (&1 , . . . , &3 , . . . ) of real
numbers thatwewill refer to asdiscrepancies.Wewill use the following abbreviations

and conventions:

⊲ For two sequences ε, ε′ we write ε ≤ ε′ in order to say that &3 ≤ &′
3
for all 3.

⊲ For 2 ∈ ℝ we write ε + 2 for the sequence (&1 + 2, . . . , &3 + 2, . . . ).
⊲ For a finite number of sequences ε(1) , . . . , ε(A) we define max{ε(1) , . . . , ε(A)} to be

the sequence ε = (&1 , . . . , &3 , . . . )with &3 := max{&(1)
3
, . . . , &(A)

3
}.

Fix a commutative ring ', which for simplicity we will henceforth assume to be of

characteristic 2 (i.e. 2A = 0 for all A ∈ '). Unless otherwise stated all tensor products

will be taken over '.
The �∞-theory developed below will be carried out in the ungraded framework.

Also, in contrast to standard texts on the subject such as [Sei08], we will work

in a homological (rather than cohomological) setting, following the conventions

from [BC14].
Let A be an �∞-category over '. To simplify notation, in what follows we will

denote the morphisms between two objects -,. ∈ Ob(A) by

�(-,.) := homA(-,.).

We denote the composition maps of Aby �A
3
, 3 ≥ 1.

Let εA = (&A
1
, &A

2
, . . . , &A

3
, . . . ) be an infinite sequence of non-negative real numbers,

with &A
1
= 0. We call A a weakly filtered �∞-category with discrepancy ≤ εA if the

following holds:

1) For every -,. ∈ Ob(A), �(-,.) is endowed with an increasing filtration of

'-modules indexed by the real numbers. We denote by

�≤
(-,.) ⊂ �(-,.)

the part of the filtration corresponding to 
 ∈ ℝ. By increasing filtration we

mean that �≤

′(-,.) ⊂ �≤
′′(-,.) for every 
′ ≤ 
′′.

2) The �3-operation preserves the filtration up to an “error” of &A
3
. More precisely,

for every -0 , . . . , -3 ∈ Ob(A) and 
1 , . . . , 
3 ∈ ℝ we have

�3
(
�≤
1(-0 , -1) ⊗ · · · ⊗ �≤
3 (-3−1 , -3)

)
⊂ �≤
1+···+
3+&A3 (-0 , -3).

Note that since &A
1
= 0, �A

1
preserves the filtration, each �≤
(-,.), 
 ∈ ℝ, is a sub-

complex of �(-,.). Note also that the discrepancy is not uniquely defined – in fact

we can always increase it if needed. Namely, if ε′ = (&′
1
= 0, &′

2
, . . . , &′

3
, . . . ) is another

sequence like εAbutwith εA ≤ ε′ thenAis alsoweakly filteredwith discrepancy ≤ ε′.
By analogywith symplectic topologywewill often refer to the indexof thefiltration

as an action and say that elements of �≤
(-,.) have action ≤ 
.
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2.2. TYPICAL CLASSES OF EXAMPLES 17

2.1.1. Unitality. — Let A be a weakly filtered �∞-category and assume that A is

homologically unital (h-unital for short). We say that A is h-unital in the weakly filtered
sense if there exists DA ∈ ℝ≥0 such that for every - ∈ Ob(A) we have a cycle 4-

in �≤D
A(-, -) representing the homology unit

[4-] ∈ �
(
�(-, -), �A

1

)
.

We view the choices of 4- , - ∈ Ob(A) and DA
as part of the data of a weakly filtered

h-unital �∞-category. We call DA
the discrepancy of the units.

Occasionally we will have to impose the following additional assumption on A.

Assumption* 4 . — Let A be a weakly filtered �∞-category which is h-unital in the

weakly filtered sense. Let 2DA+ &A
2
≤ � ∈ ℝ. We say that Asatisfies Assumption* 4(�)

if for every - ∈ Ob(A) and for some 2 ∈ �≤�(-, -)we have

�A
2
(4- , 4-) = 4- + �A

1
(2).

Put in different words, the assumption* 4
says that

[4-] · [4-] = [4-]
in�∗(�≤�(-, -)), where the dot ‘·’ stands for the product induced by�A

2
in homology.

(The superscript 4 in * 4
indicates that the assumption deals with the cycles 4-

representing the units.) Below we will sometimes write A ∈ * 4(�) to say that A

satisfies Assumption* 4(�).

2.2. Typical classes of examples

Beforewe go onwith the general algebraic theory ofweakly filtered�∞-structures,
wemake a short digression in order to exemplifywhat types of filtrationswill actually

occur in our applications. We resume with the general algebraic theory in Section 2.3

below.

The weakly filtered �∞-categories that will appear in our applications are Fukaya

categories associated to symplectic manifolds. They will mostly be of the following

types, described in §§2.2.1–2.2.4 below.

2.2.1. Filtrations induced by an “action” functional on the generators. — In this class of

weakly filtered �∞-categories the collection of morphisms �(-,.) between any two

objects is assumed to be a free '-module with a distinguished basis �(-,.), i.e.
�(-,.) =

⊕
1∈�(-,.)

'1.

We also have a functionA : �(-,.) → ℝ, which (by analogy to symplectic topology)

we call the action function, defined for every -,. ∈ Ob(A), and this function induces

the filtration, namely:

�≤
(-,.) =
⊕

1∈�(-,.),A(1)≤

'1.

We will mostly assume that �(-,.) has finite rank and that ' is a field.
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18 CHAPTER 2. WEAKLY FILTERED �∞-THEORY

2.2.2. Filtration coming from the Novikov ring. — Here we fix a commutative ring � and

consider the ( full) Novikov ring over �:

(2.1) Λ =

{ ∞∑
:=0

0:)
�:

; 0: ∈ �, lim

:→∞
�: = ∞

}
,

as well as the positive Novikov ring:

(2.2) Λ0 =

{ ∞∑
:=0

0:)
�:

; 0: ∈ �,�: ≥ 0, lim

:→∞
�: = ∞

}
.

The weakly filtered �∞-categories A of the type discussed here are defined over Λ,

but the weakly filtered structure is only over the ring ' = Λ0.

As in §2.2.1 above, we assume

�(-,.) =
⊕

1∈�(-,.)
Λ1.

The filtration on �(-,.) is then defined by

�≤
(-,.) =
⊕

1∈�(-,.)
)−
Λ01.

Note that �≤0(-,.) is not a Λ-module but rather a Λ0-module.

We will mostly assume that �(-,.) are finite (hence �(-,.) have finite rank) and
that � is a field (in which case Λ is a field too).

2.2.3. Mixed filtration. — In some situations thefiltrations onour�∞-categories occur
as combination of §§2.2.1–2.2.2 above. More specifically, we have

�(-,.) = Λ�(-,.)
as in §2.2.2 and an action functionalA : �(-,.) → ℝ as in §2.2.1. We then extendA
to a functional

A : �(-,.) = Λ · �(-,.) −→ ℝ ∪ {−∞}
by first settingA(0) = −∞. Then for %()) ∈ Λ and 1 ∈ �(-,.)we define:

A
(
%())1

)
:= −�0 +A(1),

where �0 ∈ ℝ is the minimal exponent that appears in the formal power series of

%()) ∈ Λ, i.e. %()) = 00)
�0 + ∑∞

8=1
08)

�8
with 00 ≠ 0 and �8 > �0 for every 8 ≥ 1.

Finally, for a general non-trivial element

2 = %1())11 + · · · + %;())1; ∈ �(-,.),
define

A(2) = max

{
A(%:())1:) ; 1 ≤ : ≤ ;

}
.

The filtration on �(-,.) is then induced byA:

�≤
(-,.) =
{
2 ∈ �(-,.) ; A(2) ≤ 


}
.

It is easy to see that �≤
(-,.) is a Λ0-module.
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2.2.4. Families of weakly filtered�∞-categories. — The weakly filtered �∞-categories in
our applications will naturally occur in families {AB}B∈P parametrized by choices

of auxiliary structures B needed to define the �∞-structure. The parameter B will

typically vary over a subset P ⊂ � \ {0} where � is a neighborhood of 0 in a Banach

(or Fréchet) space. The subsetPwill usually be residual (in the sense of Baire) so that

0 is in the closure of P.

Typically all the members of the family {AB}B∈P will be mutually quasi-equivalent

(see [Sei08, Section 10] for several approaches to families of�∞-categories). Of course,

in the weakly filtered setting the quasi-equivalences between different AB ’s are sup-

posed to bear some compatibility with respect to the weakly filtered structures on

the AB ’s.

Apart from the above, in our applications the families {AB}B∈P will enjoy the

following additional property which will be crucial. The bounds εAB for the discrep-
ancies of the AB ’s can be chosen such that

lim

B→0

&AB
3
= 0, for all 3.

Moreover, the categoriesAB will mostly be h-unital with discrepancy of units DAB
and

satisfy Assumption* 4(�B). The latter two quantities will satisfy

lim

B→0

DAB = lim

B→0

�B = 0.

Below we will encounter further notions in the framework of weakly filtered �∞-
categories such as weakly filtered functors and modules. Each of these comes with

its own discrepancy sequence ε. In our applications everything will occur in families

and we will usually have limB→0 &3(B) = 0 for each 3.
While the algebraic theory below is developedwithout a priori assumptions on the

size of discrepancies, it might be useful to view the discrepancies as quantities that

can be made arbitrarily small.

2.2.5. �e case of Fukaya categories. — The general description in §2.2.4 applies to the

case of Fukaya categories which will be central in our applications. More specifically,

in order to define the �∞-structure of Fukaya categories one has to make choices of

perturbation data (e.g. choices of almost complex structures as well as Hamiltonian

perturbation – see e.g. [Sei08, Sections 8–9]). The space Pwill consist of those per-

turbation data that are regular (or admissible). This is normally a second category

subset of the space of all perturbations �. The discrepancies occur as “error” curva-

ture terms (associated to the perturbations) when defining the �3-operations. These
discrepancies can be made arbitrarily small ( for a fixed 3) by choosing smaller and

smaller perturbations. The same holds for the discrepancy of the units and the �B ’s.

2.3. Weakly filtered �∞-functors and modules

Let A, B two weakly filtered �∞-categories and F : A→ B an �∞-functor. Let
εF = (&F

1
, &F

2
, . . . , &F

3
, . . . ) be a sequence of non-negative real numbers. In contrast

to εA and εB we do allow here that &F
1
≠ 0.
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20 CHAPTER 2. WEAKLY FILTERED �∞-THEORY

We say that F is a weakly filtered �∞-functor with discrepancy ≤ εF if for all

-0 , . . . , -3 ∈ Ob(A) and 
1 , . . . , 
3 ∈ ℝ we have

(2.3) F3
(
�≤
1

A
(-0 , -1) ⊗ · · · ⊗ �≤
3A

(-3−1 , -3)
)
⊂ �≤
1+···+
3+&F

3

B
(F-0 ,F-3).

Here we have denoted by �A and �B the hom’s in A and B respectively and by F3
the higher order terms of the functor F.

There is also a notion of weakly filtered natural transformations between weakly

filtered functors butwewill not go into this now as ourmain focuswill be on a special

case – weakly filtered modules and weakly filtered morphisms between them.

2.3.1. Weakly filtered modules. — LetAbe aweakly filtered�∞-categorywith discrep-

ancy εA. Let Mbe an A-module with composition maps �M
3
, 3 ≥ 1. Let

εM = (&M
1
, &M

2
, . . . , &M

3
, . . . )

be an infinite sequence of non-negative real numbers with &M
1
= 0. We say that M is

weakly filtered with discrepancy ≤ εM the following holds:

1) For every - ∈ Ob(A), M(-) is endowed with an increasing filtration M≤
(-)
indexed by 
 ∈ ℝ.

2) The �M
3
-operation respects the filtration up to an “error” of &M

3
. Namely, for all

-0 , . . . , -3−1 ∈ Ob(A) and 01 , . . . , 03 ∈ ℝ we have

�M
3

(
�≤
1(-0 , -1) ⊗ · · · ⊗ �≤
3−1(-3−2 , -3−1) ⊗M≤
3 (-3−1)

)
⊂ M≤
1+···+
3+&M3 (-0).

Again, since &M
1
= 0, every (M≤
(-), �M

1
) is a sub-complex of (M(-), �M

1
).

2.3.2. Remark. — It is easy to see that weakly filtered A-modules are the same as

weakly filtered functors F : A → Ch

opp

f
(having some discrepancy). Here Chf is

the dg-category of filtered chain complexes (of '-modules) and Ch

opp

f
stands for

its opposite category. (Note that Chf and Ch

opp

f
are in fact filtered dg-categories, i.e.

they have discrepancies 0.) The correspondence betweenweakly filtered functors and

weakly filtered modules is the same as in the “unfiltered” case [Sei08, Section (1j)].

Note that if F : A→ Ch

opp

f
has discrepancy ≤ εF then the weakly filtered moduleM

corresponding to it has discrepancy ≤ εM with &M
3
= &F

3−1
for every 3 ≥ 2.

Next we define morphisms between weakly filtered A-modules. Let M0 ,M1 be

two weakly filtered A-modules, both with discrepancy ≤ ε< . Let 5 : M0 → M1 be a

pre-module homomorphism. We write 5 = ( 51 , . . . , 53 , . . . )where the 53-component

is an '-linear map

53 : �(-0 , -1) ⊗ · · · ⊗ �(-3−2 , -3−1) ⊗M0(-3−1) −→M1(-0).

Let 
 ∈ ℝ and ε 5 = (& 5
1
, . . . , &

5

3
, . . . ) be a vector of non-negative real numbers. In

contrast to εA and ε< we do allow that &
5

1
≠ 0.
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We say that 5 shifts action by ≤ � and has discrepancy ≤ ε 5 if for every 3, the map 53

shifts action by not more than � + & 5
3
, namely:

53
(
�≤
1(-0 , -1) ⊗ · · · ⊗ �≤
3−1(-3−2 , -3−1) ⊗M

≤
3
0
(-3−1)

)
⊂ M

01+···+03+�+&
5

3

1
(-0).

We will generally refer to such 5 ’s as weakly filtered pre-module homomorphisms.

As before, if � ≤ �′ and ε 5 ≤ ε then 5 also shifts filtration by ≤ �′ and has

discrepancy ≤ ε.
We will now define a filtration on the totality of pre-module homomorphisms.

Denote

⊲ hom(M0 ,M1) the pre-module homomorphisms M0 →M1 and

⊲ hom
εℎ (M0 ,M1) ⊂ hom(M0 ,M1) the weakly filtered pre-module homomor-

phisms of discrepancy ≤ εℎ (and arbitrary action shift).

The filtration will depend on an additional “discrepancy” parameter

εℎ = (&ℎ
1
, &ℎ

2
, . . . , &ℎ

3
, . . . )

which is a sequence of non-negative real numbers (the superscript ℎ stands for

“homomorphisms”). Again, we do not assume here that &ℎ
1
is 0.

Our filtration is indexed by ℝ and is defined as follows. The part of the filtration

corresponding to � ∈ ℝ is denoted by

hom
≤�;εℎ (M0 ,M1)

and consists of all pre-module homomorphisms 5 : M0 → M1 which shift action by

notmore than � and have discrepancy ≤ εℎ . Clearly this yields an increasing filtration

on hom
εℎ (M0 ,M1). Note however that, when viewed as a filtration on hom(M0 ,M1),

this filtration might in general not be exhaustive since not every pre-module homo-

morphism must be weakly filtered.

Recall that A-modules (and pre-module homomorphisms between them) form

a dg-category modA with differential �mod

1
and composition �mod

2
(see [Sei08, Sec-

tion (1j)] for the definitions).

We now analyze these operations in the weakly filtered framework.

For the operation �mod

1
one encounters the following problem. For general choices

of εA, ε< and εℎ and two weakly filtered modules M0, M1 with discrepancy ≤ ε< the

differential �mod

1
does not preserve hom

≤�;εℎ (M0 ,M1). Nevertheless it is possible to

correct this problem by restricting the choice of εℎ as follows:

Assumption E. — A sequence ε = (�1 , . . . , �3 , . . . ) is said to satisfy Assumption E if for

every 3 ≥ 1 we have

�3 ≥ max{&<8 + �9 , &
A
8 + �9 ; 8 + 9 = 3 + 1}.

Sometimes we will need to emphasize the dependence of Assumption E on the

choices of εA and ε< in which case we will refer to it as Assumption E(ε< , εA).
Alternatively we will sometimes write ε ∈ E(ε< , εA).
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22 CHAPTER 2. WEAKLY FILTERED �∞-THEORY

An inspection of definition of �mod

1
(see e.g. [Sei08, Section (1j)]) shows that if

εℎ satisfies Assumption E then hom
≤�;εℎ (M0 ,M1) is preserved by �mod

1
hence is a

chain complex.

The following will be useful later on:

Lemma 2.1. — For every εA and ε< there exists ε that satisfies Assumption E(ε< , εA).
Moreover, there exists a sequence of real numbers {�3}3∈ℕ which is universal in the sense
that it does not depend on εA or ε< and has the following property: for every sequence
δ = (�1 , . . . , �3 , . . . ) of non-negative real numbers there exists an ε that satisfies Assump-
tion E(ε< , εA) and such that for all 3:
(2.4) �3 ≤ �3 ≤ �3

3∑
9=1

(&A9 + &
<
9 + � 9).

Proof of Lemma 2.1. — One can easily construct �3 and �3 inductively: start with

�1 := �1 then set �2 := max{&<
2
+ �1 , &A

2
+ �1 , �2} and so on. (Note that &A

1
= &<

1
= 0

so that the inequality in Assumption E is obviously satisfied for 8 = 1, 9 = 3.) �

2.3.3. Remarks
1) If ε ∈ E(ε< , εA) then the same holds for ε̃ := ε + c, where c = (2, . . . , 2, . . . ) is a

constant sequence.

2) When dealing with hom
≤�;εℎ

we can always arrange that &ℎ
1
= 0 by applying

the following procedure. Suppose that εℎ ∈ E(ε< , εA). Put �̃ := � + &ℎ
1
, &̃ ℎ

3
:= &ℎ

3
− &ℎ

1
.

Note that &̃ ℎ
1
= 0, &̃ ℎ

3
≥ 0 and that ε̃ ℎ still satisfies Assumption E. It is easy to see that

hom
≤�̃;ε̃ ℎ (M0 ,M1) = hom

≤�;εℎ (M0 ,M1).
We now turn to the �mod

2
operation. Let M0, M1, M2 be weakly filtered A-modules

with discrepancy ≤ ε< . Let 5 : M0 → M1, 6 : M1 → M2 be two weakly filtered

pre-module homomorphisms with 5 ∈ hom
≤� 5 ;ε 5 (M0 ,M1), 6 ∈ hom

≤�6 ;ε6 (M1 ,M2).
Set ! := �mod

2
( 5 , 6) : M0 →M2. A simple calculation shows that ! is weakly filtered

and that ! ∈ hom
≤� 5 +�6 ;ε 5 ∗ε6 (M0 ,M2), where the sequence of discrepancies ε 5 ∗ ε6 is

defined as:

(2.5) (ε 5 ∗ ε6)3 = max

{
&
5

8
+ &6

9
; 8 + 9 = 3 + 1

}
.

Moreover, a simple calculation shows that if ε 5 , ε6 ∈ E(ε< , εA) then the same holds

for ε 5 ∗ ε6 .
A few words are in order about the structure of the totality of weakly filtered

A-modules. Ideally one would like to view the weakly filtered modules (say with

discrepancy ≤ ε< , and with morphisms of discrepancy ≤ εℎ) as a sub-category of

modA and define a weakly filtered structure on it. As seen above, Assumption E

assures that the hom
≤�;εℎ (M0 ,M1)’s are closed under �mod

1
. However without further

restrictions on εℎ , the operation �mod

2
does not map

hom
≤�′;εℎ (M0 ,M1) ⊗ hom

≤�′′;εℎ (M1 ,M2) to hom
≤�′+�′′;εℎ (M0 ,M2).
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Thus for general εℎ ∈ E(ε< , εA)we still do not get a dg-category. We refer the reader

to the expanded version of this paper [BCS] for possible solutions to this issue, aswell

as to further discussion on categorical aspects of weakly filtered modules such as the

Yoneda embedding and triangulated structure in the weakly filtered framework. For

the applications in this paper, we do not need the weakly filtered modules to form

a dg-category, and therefore will generally not restrict εℎ beyond Assumption E. We

stress that Assumption Ewill continue to play an important role since it assures that

the hom
≤�;εℎ

’s are preserved by �mod

1
. Thus we will mostly continue to assume it.

2.3.4. Action-shifts. — Let Mbe a weakly filtered module over a weakly filtered �∞-
category A. Let �0 ∈ ℝ. Define a new weakly filtered A-module (�0M to be the same

module as Monly that its filtration is shifted by �0, namely:

((�0M)≤
(#) :=M≤
+�0(#) for all # ∈ Ob(A), 
 ∈ ℝ.

Clearly (�0Mhas the same discrepancy as M.

We call (�0M the action-shift of M by �0.

In what follows we will use the same notation (�0
also for action shifts of other

filtered objects such as filtered chain complexes ormore generally filtered'-modules.

2.3.5. Homologically unital A-modules. — We have already discussed h-unital �∞-
categories in the weakly filtered sense on page 17. In what follows wewill sometimes

need an analogous, yet somewhat stronger, notion for modules.

Assumption*< . — Let A be a weakly filtered �∞-category with discrepancy ≤ εA.
Assume thatAis h-unital in the weakly filtered sense as defined in Section 2.1, i.e. we

have DA ≥ 0 and choices of cycles 4- ∈ �≤D
A(-, -) for every - ∈ Ob(A) representing

the units in homology. Let Mbe a weakly filtered A-module with discrepancy ≤ ε< ,
and let DA+ &M

2
≤ � ∈ ℝ.

We say that M satisfies Assumption *<(�) (or M ∈ *<(�) for short) if for every -
in Ob(A) and every 
 ∈ ℝ the map

(2.6) M≤
(-) −→M≤
+�(-), 1 ↦−→ �M
2
(4- , 1)

induces in homology the same map as the one induced by M≤
(-) ↩→M≤
+�(-).
Note that in particular, M is an h-unital module.

Sometimes the module M will be a Yoneda module � associated to an object

. ∈ Ob(A). In that case we will sometimes write . ∈ *<(�) instead of � ∈ *<(�).
Note that in this case the map in (2.6) becomes

�≤
(., -) −→ �≤
+�(., -), 1 ↦−→ �A
2
(4- , 1).

There is also a homotopical version of *< (see [BCS, Section 2.3.4], where it is

called*B) but we will not need it here.
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2.3.6. Pulling back weakly filtered modules. — Let A,B be two weakly filtered �∞-
categories and F : A → B a weakly filtered �∞-functor with discrepancy ≤ εF.
LetMbe aweakly filteredB-modulewith discrepancy ≤ εM. Consider theA-module

F∗Mwhich is obtained by pulling back Mvia F. We filter F∗Mby setting

(F∗M)≤
(#) =M≤
(F#).
The following can be easily proved.

Lemma 2.2. — The module F∗M is weakly filtered with discrepancy ≤ εF∗M, where
for all 3 ≥ 2

&F∗M
3

= max

{
&FB1 + · · · + &

F
B:
+ &M

:+1
; 1 ≤ : ≤ 3 − 1, B1 + · · · + B: = 3 − 1

}
.

In particular, if the higher order terms of Fvanish, i.e. FB = 0 for all B ≥ 2, then

&F∗M
3

= (3 − 1)&F
1
+ &M

3
, for all 3.

Let M0 ,M1 be two weakly filtered B-modules and 5 : M0 →M1 a weakly filtered

module homomorphism that shifts action by ≤ � and has discrepancy ≤ ε 5 . Pulling
back we obtain a homomorphism ofA-modules F∗ 5 : F∗M0 → F∗M1. The following

can be easily verified.

Lemma 2.3. — The module homomorphism F∗ 5 is weakly filtered with action shift ≤ �

and discrepancy ≤ εF∗ 5 , where &F
∗ 5

1
= &

5

1
and

&
F∗ 5
3

= max

{
&FB1 + · · · + &

F
B:
+ & 5

:+1
; 1 ≤ : ≤ 3−1, B1+ · · · + B: = 3−1

}
, for all 3 ≥ 2.

In particular, if the higher order terms of Fvanish, i.e. FB = 0 for all B ≥ 2, then

&
F∗ 5
3

= (3 − 1)&F
1
+ & 5

3
, for all 3.

2.4. Weakly filtered mapping cones

LetM0,M1 be twoweakly filteredA-modules with discrepancies ≤ εM0
and ≤ εM1

respectively. Let 5 : M0 → M1 be a module homomorphism, i.e. 5 is a pre-module ho-

momorphism which is a cycle: �mod

1
( 5 ) = 0. Assume that 5 shifts action by ≤ � and

has discrepancy ≤ ε 5 , or in other words 5 ∈ hom
≤�;ε 5 (M0 ,M1). We generally do not

assume that ε 5 satisfies Assumption E(ε< , εA) unless explicitly specified.

Consider the mapping cone C := Cone( 5 ) viewed as an A-module and endowed

with its standard �∞-composition maps �C
3
. We endow C with a weakly filtered

structure as follows. For - ∈ Ob(A) and 
 ∈ ℝ, put

(2.7) C≤
(-) :=M
≤
−�−& 5

1

0
(-) ⊕M≤


1
(-).

Define (see page 16 for the precise meaning of this notation)

εC := max

{
εM0 , εM1 , ε 5 − & 5

1

}
.
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Then C is weakly filtered with discrepancy ≤ εC. This follows from (2.7) and the fact

that

�C
3

(
01 , . . . , 03−1 , (10 , 11)

)
=

(
�M0

3
(01 , . . . , 03−1 , 10),

53(01 , . . . , 03−1 , 10) + �M1

3
(01 , . . . , 03−1 , 11)

)
.

2.4.1. Remark. — If we assume in addition that

εM0 , εM1 ≤ ε< and ε 5 ∈ E(ε< , εA),

then we have ε 5 − & 5
1
≥ ε< , hence εC = ε 5 − & 5

1
.

It is important to note that the filtration we have defined on Cone( 5 ) in (2.7)

strictly depends on the choices of � and &
5

1
. Therefore, whenever these dependencies

are relevant we will denote the weakly filtered cone of 5 by

(2.8) Cone( 5 ; �, ε 5 ) or by C>=4(M0

( 5 ;�,ε 5 )
−−−−−−→M1).

2.4.2. Remark. — We opted to define the filtration on the cone as in (2.7) so that the

inclusion M1 → Cbecomes a strictly filtered map.

We now discuss several elementary properties of weakly filtered mapping cones

that will be useful later on. We begin with the effect of action-shifts (see §2.3.4) on

mapping cones. The following follows immediately from the definitions.

Lemma 2.4. — Let 5 : M0 →M1 be a weakly filtered module homomorphism between two
weakly filtered A-modules. Assume that 5 shifts action by ≤ � and has discrepancy ≤ ε 5 .
Let �0 ∈ ℝ. Then we have the following equality of weakly filtered A-modules:

(�0

(
C>=4(M0

( 5 ;�,ε 5 )
−−−−−−→M1)

)
= C>=4

(
(�0M0

( 5 ;�,ε 5 )
−−−−−−→ (�0M1

)
= C>=4

(
M0

( 5 ;�,ε 5 −�0)−−−−−−−−−→ (�0M1

)
= C>=4

(
M0

( 5 ;�−�0 ,ε
5 )

−−−−−−−−−→ (�0M1

)
.

Next, we analyze (a special case of) cones over a composition of module homo-

morphisms, from the weakly filtered perspective. Let 5 : M0 → M1 be as at the

beginning of the present chapter. Let M′
1
be another weakly filtered A-module with

discrepancy ≤ εM′ and let � : M1 →M′
1
be a weakly filtered module homomorphism

with � ∈ hom
≤B;ε� (M1 ,M

′
1
). Denote the composition of 5 and � by

5 ′ = � ◦ 5 := �mod

2
( 5 , �) : M0 −→M′

1
.

We have 5 ′ ∈ hom
�+B;ε 5 ′ (M0 ,M

′
1
), where

&
5 ′

3
= (ε 5 ∗ ε�)3 =: max

{
&
5

8
+ &�

9
; 8 + 9 = 3 + 1

}
.
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Lemma 2.5. — There exists a weakly filtered module homomorphism

# : C>=4( 5 ; �, ε 5 ) −→ C>=4( 5 ′; � + B, ε 5 ′)
that shifts action by ≤ B and has discrepancy ≤ ε�. The homomorphism # fits into the
following (chain level) commutative diagram of A-modules:

(2.9)

M0

5
//

id

��

M1
//

�

��

C>=4( 5 ) //

#

��

)M0

id

��

M0

5 ′
//M′

1

// C>=4( 5 ′) // )M0

where the horizontal unlabeledmaps are the standard inclusion and projectionmaps (with zero
higher order terms), and )M0 stands for the shift of M0 with respect to grading. Moreover,
if � is a quasi-isomorphism then so is #.

As indicated earlier, in this paper we work in the ungraded setting, hence the

equality )M0 = M0. Nevertheless we have written )M0 in (2.9) as a suggestion for

how the statement should look like in the graded case.

Proof of Lemma 2.5. — Simply define #1(10 , 11) =
(
10 , �1(11)

)
and for 3 ≥ 2:

#3
(
01 , . . . , 03−1 , (10 , 11)

)
:=

(
0, �3(01 , . . . , 03−1 , 11)

)
.

All the statements asserted by the lemma can be verified by direct calculation. �

Next we discuss how the weakly filtered mapping cone changes if we alter the

cycle 5 by a boundary. Assume now that M0 and M1 have both discrepancies ≤ ε< .
Fix a sequence εℎ that satisfies Assumption E(ε< , εA). Let 5 ∈ hom

≤�;εℎ (M0 ,M1) be
a module homomorphism and 5 ′ = 5 + �mod

1
(�) for some � ∈ hom

≤�;εℎ (M0 ,M1).
Consider the two weakly filtered mapping cones Cone( 5 ; �, εℎ) and Cone( 5 ′; �, εℎ).

Lemma 2.6. — There exists a module homomorphism

' : Cone( 5 ; �, εℎ) −→ Cone( 5 ′; �, εℎ)
with the following properties:

(i) ' is a quasi-isomorphism.
(ii) ' does not shift action (i.e. it shifts the action filtration by ≤ 0) and has discrepancy
≤ ε' := εℎ − &ℎ

1
. In particular (since &'

1
= 0) the chain map

'1 : Cone( 5 ; �, εℎ)(-) −→ Cone( 5 ′; �, εℎ)(-)
preserves the action filtration for every - ∈ Ob(A).

Proof. — Define '1(10 , 11) :=
(
(−1)|10 |−110 , (−1)|11 |11 + �1(10)

)
and for 3 ≥ 2 define:

'3
(
01 , . . . , 03−1 , (10 , 11)

)
=

(
0, �3(01 , . . . , 03−1 , 10)

)
.

Cf. [Sei08, Formula 3.7, p. 35].
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Note that in this paper we work with a base ring ' of characteristic 2, hence

the signs in the preceding formula for '1 can actually be ignored. Nevertheless we

included them, just as an indication for a possible extension tomore general rings. �

The next lemma shows that weakly filtered cones are preserved under pulling

back by weakly filtered functors.

Lemma 2.7. — Let:
⊲ A,B be two weakly filtered �∞-categories and F : A→ B a weakly filtered �∞-
functor with discrepancy ≤ εF;

⊲ M0 ,M1 weakly filtered B-modules and 5 : M0 →M1 a weakly filtered module homo-
morphism which shifts action by ≤ � and has discrepancy ≤ ε 5 .

Then we have the following equality of weakly filtered A-modules:

F∗
(
C>=4(M0

( 5 ;�,ε 5 )
−−−−−−→M1)

)
= C>=4

(
F∗M0

(F∗ 5 ;�,εF∗ 5 )
−−−−−−−−−−→ F∗M1

)
,

where εF∗ 5 is given in Lemma 2.3.

The proof is straightforward, hence omitted.

Wenow return briefly to unitality ofmodules,more specifically toAssumption*< .

The following lemma shows that this assumption is preserved under certain quasi-

isomorphisms of weakly filtered modules.

Lemma 2.8. — Let:
⊲ M′, M′′ be weakly filtered A-modules with discrepancies ≤ εM′ and ≤ εM′′ .
⊲ )′ : M′→M′′ be a weakly filtered module homomorphism, )′ ∈ hom

�′;ε)
′
(M′,M′′).

⊲ Let )′′ be a collection of chainmaps )′′
-

: M′′(-) →M′(-), defined for all- inOb(A),
and assume for all - ∈ Ob(A) and 
 ∈ ℝ,

)′′-
(
M′′≤
(-)

)
⊂ M′≤
+�

′′+&′′(-)
for some fixed �′′, &′′ ∈ ℝ. (For example, if )′′ : M′′ → M′ is a weakly filtered module
homomorphism with )′′ ∈ hom

�′′;ε)
′′
(M′′,M′), where &

)′′

1
≤ &′′, then the assumptions

on )′′ are clearly satisfied.)
⊲ Let �, �′′ ∈ ℝ and assume further that


) For every - ∈ Ob(A) and every 
 ∈ ℝ the composition of chain maps

M′≤
(-)
)′′
-
◦)′

1−−−−−−→M′≤
+�
′+�′′+&)

′
1
+&′′(-) inc−−−→M′≤
+�

′+�′′+&)
′

1
+&′′+�(-)

induces in homology the same map as the one induced by the inclusion

M′≤
(-) −→M′≤
+�
′+�′′+&)

′
1
+&′′+�(-).

�) M′′ ∈ *<(�′′).
Then M′ belongs to*<(�′), where

(2.10) �′ = �′ + �′′ + &′′ +max

{
&
)′

1
+ DA+ &M′

2
+ �, &)

′

1
+ �′′, &)

′

2
+ DA

}
.
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Proof. — Fix - ∈ Ob(A), 
 ∈ ℝ and let 1 ∈ M′≤
(-) be a cycle. Since )′ is a module

homomorphism (i.e. �mod

1
()′) = 0) we have

)′
1
�M′

2
(4- , 1) = �M′′

2

(
4- , )

′
1
(1)

)
± �M′′

1
)′

2
(4- , 1).

Applying )′′
-
to both sides of this identity we obtain

(2.11) )′′-)
′
1
�M′

2
(4- , 1) = )′′-�

M′′
2

(
4- , )

′
1
(1)

)
± �M′

1
)′′-)

′
2
(4- , 1).

Since �M′
2
(4- , 1) ∈ M′≤
+D

A+&M′
2 (-) our assumption on )′′

-
◦ )′

1
implies that there

exists G ∈M′≤
+DA+&M
′

2
+�′+�′′+&)

′
1
+&′′+�(-) such that

(2.12) )′′-)
′
1
�M′

2
(4- , 1) = �M′

2
(4- , 1) − �M′

1
(G).

Since M′′ ∈ *<(�′′) there exists an element H ∈M′′≤
+�′+&
)′
1
+�′′(-) such that

�M′′
2

(
4- , )

′
1
(1)

)
= )′

1
(1) + �M′′

1
(H).

Substituting the last identity together with (2.12) into (2.11) yields:

(2.13) �M′
2
(4- , 1) = �M′

1
(G) + )′′-)

′
1
(1) + �M′

1

(
)′′-(H)

)
+ �M′

1

(
)′′-)

′
2
(4- , 1)

)
.

Using our assumption on )′′
-
◦ )′

1
, we can write the second term of (2.13) as

)′′
-
)′

1
(1) = 1 + �M′

1
(I) for some I ∈ M′≤
+�′+�′′+&

)′
1
+&′′+�(-). Substituting this in (2.13)

we obtain

(2.14) �M′
2
(4- , 1) = 1 + �M′

1
(G) + �M′

1
(I) + �M′

1

(
)′′-(H)

)
+ �M′

1

(
)′′-)

′
2
(4- , 1)

)
,

where

G ∈M′≤
+DA+&M
′

2
+�′+�′′+&)

′
1
+&′′+�(-), )′′-(H) ∈M

′′≤
+�′+�′′+&)
′

1
+&′′+�′′(-),

I ∈M′≤
+�′+�′′+&
)′
1
+&′′+�(-), )′′-)

′
2
(4- , 1) ∈M′≤
+D

A+�′+�′′+&′′+&)
′

2 .

The estimate (2.10) for �′ readily follows. �

It is known that h-unitality is preserved under mapping cones [Sei08, Section 3e].

The following Lemma is a weakly filtered analogue, concerning Assumption*< .

Lemma 2.9. — Assume that A satisfies Assumption* 4(�) (see page 17). Let:
⊲ M0,M1 be weakly filteredA-modules with discrepancies ≤ εM0 and ≤ εM1 respectively
and assume that M0 ∈ *<(�M0) and M1 ∈ *<(�M1).

⊲ 5 ∈ hom
≤�;ε 5 (M0 ,M1) be a module homomorphism.

Then the weakly filtered module C>=4( 5 ; �, ε 5 ) satisfies Assumption*<(�), where
(2.15) � = max

{
2�M0 , 2�M1 , 2DA+ &C

3
, 2DA+ 2&C

2
, � + &C

2

}
,

and εC := max{εM0 , εM1 , ε 5 − & 5
1
}. (Recall that εC is the standard bound on the discrepancy

of C= C>=4( 5 ; �, ε 5 ) – see page 24.)

To show this lemma we will make use of the following proposition that is of

independent interest.
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Proposition 2.10. — Assume that A ∈ * 4(�). Let M be a weakly filtered A-module with
discrepancy ≤ εM and let - ∈ Ob(A). Then the chain maps

E : M(-) −→M(-), E(1) := �M
2
(4- , 1)

and E ◦ E : M(-) → M(-) are chain homotopic via a chain homotopy that shifts action by
not more than max

{
2DA+ &M

3
, � + &M

2

}
.

Proof. — The �∞-identities for M (+ the fact that 4- is a cycle) imply that for every

1 ∈M(-)we have

�M
1
�M

3
(4- , 4- , 1) − �M

2

(
4- , �

M
2
(4- , 1)

)
(2.16)

+ �M
3

(
4- , 4- , �

M
1
(1)

)
+ �M

2

(
�A

2
(4- , 4-), 1

)
= 0.

SinceA ∈ * 4(�)wehave�A
2
(4- , 4-) = 4-+�A

1
(2), for some 2 ∈ �≤�(-, -). Substituting

this in (2.16) together with �M
2
(�A

1
(2), 1) + �M

2
(2, �M

1
(1)) + �M

1
�M

2
(2, 1) = 0 yields:

�M
2

(
4- , �

M
2
(4- , 1)

)
− �M

2
(4- , 1) = �M

1
ℎ(1) + ℎ�M

1
(1),

where ℎ(1) = �M
3
(4- , 4- , 1) − �M

2
(2, 1). Clearly the chain homotopy ℎ shifts action by

not more than max

{
2DA+ &M

3
, � + &M

2

}
. �

We now return to the proof of the lemma.

Proof of Lemma 2.9. — Denote C = C>=4( 5 ; �, ε 5 ). Recall that this module has dis-

crepancy ≤ εC := max{εM0 , εM1 , ε 5 − & 5
1
}. Put

� := max

{
DA+ &C

2
, �M0 , �M1

}
, � := max

{
2�, 2DA+ &C

3
, � + &C

2

}
.

It is easy to see that the latter expression for � coincides with (2.15).

For an �∞-module M and - ∈ Ob(A)we will typically denote by

+M : �∗
(
M≤
(-)

)
−→ �∗

(
M≤
+A(-)

)
the map induced in homology by the chain map

EM : M≤
(-) →M≤
+A(-), 1 ↦−→ �M
2
(4- , 1).

Here A ∈ ℝ is chosen such that DA + &M
2
≤ A so that EM is well defined with the

above given target. We will need to consider such maps for different values of A,
and whenever a need to distinguish between them arises we will use additional

“decorations” such as +′
M
, +′′

M
, etc.

Fix 
 ∈ ℝ, - ∈ Ob(A). Since

C≤
(-) = Cone
(
M
≤
−�−& 5

1

0
(-)

51−−→M≤

1
(-)

)
we have a long exact sequence in homology:

· · · → �:

(
M≤


1
(-)

) �−−→ �:

(
C≤
(-)

) �−−−→ �:

(
M
≤
−�−& 5

1

0
(-)

)
→ · · · ,

where � and � are the maps in homology induced by the inclusion M1(-) → C(-)
and the projection C(-) →M0(-) respectively.
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Replacing 
 by 
+� and by 
+�weobtain two similar long exact sequences. These

three sequences are mapped one to the other via maps induced from the inclusions

coming from raising the action level from 
 to 
+� and then to 
+�. In particular, the

degree-: chunks of these exact sequences gives the following commutative diagram

with exact rows:

(2.17)

�:

(
M≤


1
(-)

)
//

+′
M

1

=8′
M

1

��

�:

(
C≤
(-)

)
//

+′
C

8′
C

��

�:

(
M
≤
−�−& 5

1

0
(-)

)
+′
M

0

=8′
M

0

��

�:

(
M≤
+�

1
(-)

) � //

+′′
M

1

=8′′
M

1

��

�:

(
C≤
+�(-)) � //

+′′
C 8′′

C

��

�:

(
M
≤
−�−& 5

1
+�

0
(-)

)
+′′
M

0

=8′′
M

0

��

�:

(
M≤
+�

1
(-)

)
// �:

(
C≤
+�(-)

)
// �:

(
M
≤
−�−& 5

1
+�

0
(-)

)
The maps 8′

C
, 8′′

C
are induced by the corresponding inclusions and similarly for

8′
M0

, 8′′
M0

, 8′
M1

, 8′′
M1

. By assumption (and by the choices of � and �) we have

+′M9
= 8′M9

, +′′M9
= 8′′M9

, for 9 = 0, 1.

Note also that each of the maps +′
C
and 8′

C
makes the above diagram commutative,

and similarly for +′′
C
and 8′′

C
. Denote by

+′′′C : �:

(
C≤
(-)

)
−→ �:

(
C≤
+�(-)

)
the map induced in homology by EC : C≤
(-) → C≤
+�(-), and by

8′′′C : �:

(
C≤
(-)

)
−→ �:

(
C≤
+�(-)

)
the map induced by the inclusion. Clearly we have

+′′′C = 8′′C ◦+′C = +′′C ◦ 8′C.

To prove the lemma, we need to show that +′′′
C
(G) = 8′′′

C
(G) for all G ∈ �:(C≤
(-)).

Toprove the latter equality,wefirst note that since both+′
C
and 8′

C
makediagram (2.17)

commutative, we have

+′C(G) − 8′C(G) ∈ ker� = image �.

Nowwrite+′
C
(G)− 8′

C
(G) = �(H) for some H ∈ �:(M≤
+�

1
(-)). As both+′′

C
and 8′′

C
make

diagram (2.17) commutative we also have +′′
C
◦ �(H) = 8′′

C
◦ �(H). It follows that

+′′C
(
+′C(G) − 8′C(G)

)
= 8′′C

(
+′C(G) − 8′C(G)

)
.

Applying Proposition 2.10 with M= Cwe obtain

+′′′C (G) −+′′C ◦ 8′C(G) = 8′′C ◦+′C(G) − 8′′′C(G).

Since +′′′
C
= +′′

C
◦ 8′

C
= 8′′

C
◦+′

C
the lemma follows. �
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2.5. The �-map

Let A be an �∞-category and M an A-module. Let . ∈ Ob(A) and denote by �

the Yoneda module corresponding to .. Consider the map:

(2.18) � : M(.) −→ hom(�,M), 2 ↦−→ �(2) =
(
�(2)1 ,�(2)2 , . . . ,�(2)3 , . . .

)
,

where �(2)3(01 , . . . , 03−1 , 1) = �M
3+1
(01 , . . . , 03−1 , 1, 2).

This map was defined by Seidel [Sei08, Section (1l)] in the context of the Yoneda

embedding of �∞-categories. A straightforward calculation shows that it is a chain

map. We will refer to it from now on as the �-map.
Seidel [Sei08, Lemma 2.12] proves that, under the additional assumptions that A

and M are h-unital, the �-map is a quasi-isomorphism. Our goal is to establish a

weakly filtered analogue of this result.

We begin with a technical assumption on a given object . ∈ Ob(A).

Assumption*',4 . — Let � ≥ &A
2
+ DA

be a real number (recall that &A
2
and DA

are the

discrepancies associated respectively to the �2-operation and units in A, see §2.1.1).
We say that . satisfies Assumption *',4(�) (or . ∈ *',4(�) for short) if for every

- ∈ Ob(A) the map

�(-,.) −→ �(-,.), 1 ↦−→ �2(1, 4.)
is chain homotopic to the identity via a chain homotopy ℎ- that shifts action by ≤ �.
The superscript ', 4 stand for “Right”-multiplication with 4. .

We now define the right setting for the �-map in the weakly filtered case. Assume

thatAandMare bothweakly filteredwith discrepancies ≤ εA and ≤ εM respectively.

Clearly� is also a weakly filtered module with discrepancy ≤ εA.
Without loss of generality we assume from now on that εM ≥ εA so that� can be

regarded also as a weakly filtered module with discrepancy ≤ εM. (If needed, we can

always increase εM and Mwill continue being weakly filtered with discrepancy less

than the increased εM.)

Let εℎ be any sequence that satisfies Assumption Eand assume in addition that

(2.19) &ℎ
3
≥ &M

3+1
for all 3.

Under these assumptions, the �-map restricts to maps:

(2.20) �

: M≤
(.) −→ hom

≤
;εℎ (�,M),
defined for all 
 ∈ ℝ. Since εℎ satisfies Assumption E, the right-hand side of (2.20) is

a chain complex with respect to �mod

1
and the �-map from (2.20) is a chain map.

Let A, M, . and� be as at the beginning of Section 2.5. Fix also εM, εℎ as above.
For every 
 ∈ ℝ set

H≤
 := hom
≤
;εℎ (�,M)

and for every : ≥ 1:

&≤
(:) :=
{
C ∈ H≤
 ; C1 = · · · = C: = 0

}
, H≤
(:) := H≤
/&≤
(:) .
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As explained above, the �-map restricts tomaps �

: M≤
(.) → H≤
 for every 
 ∈ ℝ

and we also have the induced maps:

�

(:) : M≤
(.) −→ H≤
(:)

defined by composing �

with the quotient map �(:) : H≤
 → H≤
(:) .

Proposition 2.11. — Suppose that A is h-unital in the weakly filtered sense with discrep-
ancy of units ≤ DA. Let � ∈ ℝ such that � ≥ DA+ &M

2
, DA+ &A

2
and assume thatM ∈ *<(�)

and. ∈ *',4(�). Let 
 ∈ ℝ. Fix 1 ≤ ℓ ∈ ℤ and put 
′ := 
+ℓ�. Consider the commutative
diagram in cohomology:

(2.21)

�∗
(
M≤
(.)

) �
∗ //

8�

��

�∗
(
H≤


)
8�

��

�∗
(
M≤


′(.)
) �


′
∗ //

id

��

�∗
(
H≤


′ )
��(ℓ )
��

�∗
(
M≤


′(.)
) �


′
(ℓ )∗

// �∗
(
H≤


′

(ℓ )
)

where the 8� maps are induced by the inclusions M≤
(.) → M≤

′(.) and H≤
 → H≤


′

and ��(ℓ ) is induced by the projection �(ℓ ) : H≤

′ → H≤


′

(ℓ ) . Then for every 1 ∈ �∗(H≤
) there
exists 2 ∈ �∗(M≤


′(.)) such that
��(ℓ ) ◦ 8

�(1) = �
′

(ℓ )∗(2).

In other words, for every cycle � ∈ H≤
 there exists a cycle � ∈M≤
′(.) such that

(2.22) � = �(�) + �mod

1
(�) + �,

for some � ∈ H≤

′ and some cycle � = (�1 , �2 , . . . ) ∈ H≤


′ with �1 = · · · = �ℓ = 0.

Proof. — The proof below follows the general scheme of the proof of Lemma 2.12

from of [Sei08], however the weakly filtered setting entails significant adjustments

with respect to [Sei08].
Before we go on, two quick remarks on grading. The first is that in this paper we

generally work in an ungraded framework. Nevertheless, the proof belowworks also

in the graded case, hencewehavewritten it in this setting. 1 The second remark is that,

in order to keep compatibility with the proof of Lemma 2.12 from of [Sei08], we will

work in this proof with cohomological grading (although we generally use homolog-

ical conventions). We will therefore denote by � 8
the homology in “cohomological

degree” 8.

1. The ungraded case can be viewed as a special case of the graded one, by replacing each chain complex

in the statement of Proposition 2.11 by a graded one which equals in all degrees to the original chain

complex. Note that, in the graded case, none of the chain complexes in the statement of Proposition 2.11

is assumed to be bounded.
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We begin with some preparations regarding the weakly filtered version of the

�-map. Let � ∈ ℝ, 3 ∈ ℕ. Recall that we have the chain map �� : M≤�(.) → H
≤�
(3) and

consider its mapping cone:

K
�
(3) = Cone

(
M≤�(.) ��−−→ H

≤�
(3)

)
.

Define a decreasing filtration �AK
�
(3), A ∈ ℤ≥0 on this chain complex by setting

(2.23) �AK
�
(3) =


K

�
(3) if A = 0,

H
≤�
(3) if A = 1,{
5 ∈ H

≤�
(3) ; 51 = · · · = 5A−1 = 0

}
if 2 ≤ A.

Note that this is a bounded filtration and we actually have �AK
�
(3) = 0 for A ≥ 3 + 1.

Consider now the cohomological spectral sequence {�?,@A (�), %A}A∈ℤ≥0
associated

to the filtration �•. Since the filtration is bounded the spectral sequence converges

to �∗(K�
(3)). Note also that for � ≤ �′ we have an obvious inclusion of chain com-

plexes 8 : K
�
(3) →K

�′

(3). Moreover, this inclusion preserves the filtrations �• on the

corresponding chain complexes. Therefore, 8 induces a map of spectral sequences

8�A : �
?,@
A (�) −→ �

?,@

A+1
(�′), for all A ≥ 0 and ?, @ .

We now describe more explicitly the first two pages of �
?,@
A (�). A simple calcula-

tion gives the following description of the �0-page of this spectral sequence. We have

�
?,•
0
(�) = 0 for ? > 3 and for ? < 0. Next we have �0,•

0
(�) = M≤�(.)•, where the su-

perscript
•
stands here for the (cohomological) grading of the chain complexM≤�(.).

The differential %0 : �
0,@

0
(�) → �

0,@+1

0
(�) is simply �M

1
.

The rest of the columns, 1 ≤ ? ≤ 3, are

�
?,•
0
(�) =

∏
hom

≤�+&ℎ? ;•
'

(
�(-0 , -1)(2.24)

⊗ · · · ⊗ �(-?−2 , -?−1) ⊗ �(-?−1 , .),M(-0)
)
,

where the product is taken for -0 , . . . , -?−1 ∈ Ob(A), the superscript ‘•’ stands again
for (cohomological) grading and hom

≤�+&ℎ?
'

stands for '-linear homomorphisms that

shift action by not more than � + &ℎ? . (Recall that εℎ has been fixed at the beginning

of Section 2.5 and is used in the definitions of H≤� and H
≤�
(3) .) For 1 ≤ ? ≤ 3, the

differentials %0 : �
?,@

0
(�) → �

?,@+1

0
(�) are induced in a standard way from �A

1
and �M

1
.

The �1-page is consequently the following: �
?,•
1
(�) = 0 for all ? > 3 and for ? < 0.

For ? = 0 we have �
0,@

1
(�) = �@(M≤�(.)) for all @. And for 1 ≤ ? ≤ 3 we have

�
?,@

1
(�) =

∏
-0 ,...,-?−1∈Ob(A)

�@
(
hom

≤�+&ℎ?
'

(
�(-0 , -1) ⊗ · · ·(2.25)

· · · ⊗ �(-?−2 , -?−1) ⊗ �(-?−1 , .),M(-0)
) )
.

We now describe the differentials %1 : �
?,@

1
→ �

?+1,@

1
on the �1-page.
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We start with ? = 0. Let [2] ∈ �0,@

1
= �@(M≤�(.)), where 2 is a cycle. Then

%1[2] ∈ �1,@

1
=

∏
-∈Ob(A)

�@
(
hom

≤�+&ℎ
1

'

(
�(-,.),M(-)

) )
is the cycle represented by the homomorphism

�(-,.) −→M(-), 1 ↦−→ �M
2
(1, 2).

It is easy to check that this homomorphism is a cycle and that it shifts action by not

more than � + &ℎ
1
. (The latter hold because &ℎ

1
≥ &M

2
by (2.19).)

The formula for %1 for 1 ≤ ? ≤ 3 − 1 is the following. Let 5 be an element in the

RHS of (2.24) which is a cycle. Then

%1[ 5 ] = [6] ∈ �?+1,@

1
,

where 6 is a collection of '-linear homomorphism

6 : �(-0 , -1) ⊗ · · · ⊗ �(-?−1 , -?) ⊗ �(-? , .) →M(-0),
defined for all objects -0 , . . . , -? ∈ Ob(A) and is given by the formula:

6(01 , . . . , 0? , 1) ↦−→ ±�M
2

(
01 , 5 (02 , . . . , 0? , 1)

)
± 5

(
01 , . . . , 0?−1 , �

A
2
(0? , 1)

)
(2.26)

+
?−2∑
==0

± 5
(
01 , . . . , �

A
2
(0=+1 , 0=+2), . . . , 1

)
.

This follows from a direct calculation. See the proof of Lemma 2.12 in [Sei08] for the
precise signs in formula (2.26). Note also that 6 shifts action by

≤ max

{
� + &ℎ?−1

+ &M
2
, � + &A?−1

}
≤ � + &ℎ? ,

where the latter inequality follows from Assumption E(ε< , εA).
Consider now the inclusion 8 : K

�
(3) → K

�+�
(3) . As indicated earlier this induces a

map of spectral sequences 8� : �(�) → �(� + �), namely

8�A : �
?,@
A (�) −→ �

?,@
A (� + �), for all A ≥ 0.

Claim 2.12. — For every @ the chain map 8�
1

: �
•,@
1
(�) → �

•,@
1
(� + �) is chain homotopic

to 0 in the degree range 0 ≤ • ≤ 3− 1. In other words, for every @ there exist homomorphisms

(?,@ : �
?,@

1
(�) −→ �

?−1,@

1
(� + �),

defined for all ?, such that

(2.27) 8�
1 �

?,@

1
(�) = %1 ◦ (?,@ + (?+1,@ ◦ %1 , for all 0 ≤ ? ≤ 3 − 1.

We postpone the proof of this claim till later in this section and continue nowwith

the proof of Proposition 2.11.

Claim 2.12 implies that 8�
2

: �
?,@

2
(�) → �

?,@

2
(�+�) is the 0map for every 0 ≤ ? ≤ 3−1

and every @. It follows that the same holds for the maps 8�A : �
?,@
A (�) → �

?,@
A (� + �)

for every A ≥ 2.
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Since both the spectral sequences converge after a finite number of pages (in fact

they collapse at page A = 3 + 1) we conclude that 8�∞ : �
?,@
∞ (�) → �

?,@
∞ (� + �) is 0 for

all 0 ≤ ? ≤ 3 − 1 and all @. Denote by �•�∗(K�
(3)) the filtration on �∗(K�

(3)) induced
by �•K

�
(3). Since

�
?,@
∞ (�) = �?�?+@(K�

(3))/�
?+1�?+@(K�

(3)),

and similarly for �
?,@
∞ (� + �), we have proved the following auxiliary statement:

Lemma 2.13. — The inclusion 8 : K
�
(3) →K

�+�
(3) induces in homology the map

8� : �=(K�
(3)) −→ �=(K�+�

(3) )

which sends �?�=(K�
(3)) to �

?+1�=(K�+�
(3) ) for every = and 0 ≤ ? ≤ 3 − 1.

We are now in position to conclude the proof of Proposition 2.11.

Fix 
, ℓ and 
′ as in the statement of the proposition.

Choose 3 � ℓ and apply what we have proved above to K

(3) (i.e. take � = 
).

Lemma 2.13, applied with ? = 0, implies that 8� maps �=(K

(3)) to �

1�=(K
+�
(3) )

for all =.
Apply Lemma 2.13 this time with ? = 1, � = 
 + � and K
+�

(3) → K
+2�
(3) . Together

with the previous conclusion we infer that 2 8� maps �=(K

(3)) to �2�=(K
+2�

(3) )
for all =.

Applying the same argument over and over again, ℓ times, we conclude that the

map 8� : �=(K

(3)) → �=(K
+ℓ�

(3) ) induced by the inclusion K

(3) → K
+ℓ�

(3) maps

�=(K

(3)) to �

ℓ�=(K
+ℓ�
(3) ).

Let now � ∈ H≤
 be a cycle and denote by �̄ its image in H≤

′

(3) , where 
′ = 
 + ℓ�.
Consider the cycle (0, �̄) ∈ K
′

(3). By what we have proved before we know that [(0, �̄)]
belongs to �ℓ�∗(K
′

(3)). It follows that there exists �′ ∈ hom
≤
′;εℎ (�,M) such that

�′
1
= · · · = �′ℓ = 0 and

[
(0, �̄)

]
=

[
(0, �′)

]
in �∗(K
′

(3)).

Therefore, there exist � ∈M≤
′(.) and � ∈ hom
≤
′;εℎ (�,M) such that

(0, �̄) = (0, �′) +
(
�M

1
(�),�
′

(3)(�) + �
hom

1
(�)

)
in K
′

(3). In order to lift the last equation from K
′

(3) to

Cone
(
M≤


′(.) �

′

−−−→ H≤

′ )

we can correct if necessary the terms beyond order 3 by replacing �′ with a suitable

� that coincides with �′ up to order 3 (recall that 3 � ℓ ).

2. We have denoted here by the same symbol, 8� , the maps induced in homology by the different

inclusions: K
�
(3) →K

�+�
(3) , K

�+�
(3) →K

�+2�
(3) and K

�
(3) →K

�+2�
(3) . Below we will continue with this notation.
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Summing up, we have proved that there exists a cycle � ∈ M≤

′(.), and a pre-

module homomorphism � ∈ hom
≤
′;εℎ (�,M) such that

� = �(�) + �mod

1
(�) + �,

where � ∈ hom
≤
′;εℎ (�,M) is a cycle with �1 = · · · = �ℓ = 0, as claimed by the

proposition 3.

This concludes the proof of Proposition 2.11, modulo the proof of Claim 2.12. �

Proof of Claim 2.12. — Fix @. We define the chain homotopy (•,@ as follows. Define

(0,@ = 0 (note that �
−1,@

1
(�) = 0). Next, to define (1,@

, let

5 ∈ �1,@

0
(�) =

∏
-∈Ob(A)

hom

≤�+&ℎ
1

'

(
�(-,.),M(-)

)
be a %0-cycle. We define

(1,@[ 5 ] :=
[
5 (4.)

]
∈ �0,@

1
(� + �) = �@

(
M≤�+&

ℎ
1
+�(-)

)
.

Since � ≥ DA
, 5 (4.) indeed belongs to �

0,@

0
(� + �). Moreover, a straightforward

calculation shows that 5 (4.) is a %0-cycle and that its homology class [ 5 (4.)] depends
only on the homology class [ 5 ] ∈ �1,@

1
(�).

For the range of degrees 2 ≤ ? ≤ 3 we define (?,@ by a similar formula: let

5 ∈ �?,@
0
(�), i.e. a collection of '-linear homomorphism as in (2.24). Assume that 5 is

a %0-cycle. Define (?,@[ 5 ] to be the homology class [6] ∈ �?−1,@

1
(� + �) of the element

6 ∈ �?−1,@

0
(� + �) given by

6(01 , . . . , 0?−2 , 1) = 5 (01 , . . . , 0?−2 , 1, 4.),
for all 08 ∈ �(-8−1 , -8), 8 = 1, . . . , ? − 2, and 1 ∈ �(-?−2 , .). Since � ≥ DA

, we

have 6 ∈ �?−1,@

0
(� + �). A straightforward calculation shows that 6 is a %0-cycle and

moreover its homology class, [6] ∈ �?−1,@

1
(� + �) depends only on the homology

class [ 5 ] of 5 . This concludes the definition 4 of the maps (?,@ .

We verify now the identity (2.27). We begin with 2 ≤ ? ≤ 3 − 1. Let 5 ∈ �?,@
0
(�) be

a cycle. A straightforward calculation shows that

(%1(
?,@ + (?+1,@%1)[ 5 ] = [ 5̃ ],

where 5̃ (01 , . . . , 0?−1 , 1) = 5
(
01 , . . . , 0?−1 , �A

2
(1, 4.)

)
.We claim that

[ 5̃ ] = [ 5 ] in �
?,@

1
(� + �).

Indeed, since. belongs to*',4(�) there exists a chain homotopy ℎ-?−1
: �(-?−1 , .) →

�(-?−1 , .) that shifts action by ≤ � such that

�A
2
(1, 4.) = 1 + ℎ-?−1

�A
1
(1) + �A

1
ℎ-?−1
(1), for all 1 ∈ �(-?−1 , .).

3. The statement concerning diagram (2.21) is a rephrasing of what we have just proved.

4. For ?’s outside of the range 0, . . . , 3 we can define (?,@ in an arbitrary way.
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Define # ∈ �?,@−1

0
(� + �) by

#(01 , . . . , 0?−1 , 1) := 5
(
01 , . . . , 0?−1 , ℎ-?−1

(1)
)
.

A straightforward calculation shows that 5̃ − 5 = %0#, hence [ 5̃ ] = [ 5 ] in �?,@
1
(�+�).

This proves (2.27) for 2 ≤ ? ≤ 3.
A similar argument shows that (2.27) holds also for ? = 1.

It remains to verify (2.27) the case ? = 0. Let < ∈M≤�(.) be a cycle. We have

(%1(
0,@ + (1,@%1)[<] = (1,@%1[<] =

(
%1[<]

)
(4.) =

[
�M

2
(4. , <)

]
.

By assumption M ∈ *<(�), hence [�M
2
(4. , <)] = [<] in �@(M≤�+�(.)).

This proves (2.27) for ? = 0 and concludes the proof of Claim 2.12. �

2.6. Structure theorem for weakly filtered iterated cones

Let A be an h-unital weakly filtered �∞-category with discrepancy ≤ εA and

discrepancy of units DA
. Let !0 , . . . , !A ∈ Ob(A) and for every 8 denote by L8 the

Yoneda module associated to !8 , viewed as a weakly filtered module. In this section

we analyze iterated cones in the weakly filtered framework.

By iterated cones we mean modules of the type

C>=4(LA

)A−−→ C>=4
(
LA−1

)A−1−−−−→(2.28)

C>=4
(
· · · C>=4

(
L2

)2−−→ C>=4
(
L1

)1−−→ L0

) ) )
· · ·

) )
.

Theweakly filtered structure is defined by iterating the construction from Section 2.4.

More precisely, we define a sequence of weakly filtered A-modules K0 , . . . ,KA as

follows. We start by settingK0 := L0 which is a weakly filtered module with discrep-

ancy ≤ εK0
:= εA. Note that all the modules L8 have discrepancy ≤ εA too. Suppose

that )1 ∈ hom
≤�1;δ)1 (L1 ,K0) is a module homomorphism, where �1 ∈ ℝ and δ)1

is some sequence. We do not assume that δ)1
satisfies anything like Assumption E.

We define

K1 = C>=4
(
L1

()1;�1 ,δ
)

1 )
−−−−−−−−−→K0

)
.

Since εK0 = εA, the discrepancy of K1 is ≤ εK1
:= max{εA, δ)1 − �)1

1
}.

Let 8 ≥ 1 and suppose that we have already defined the weakly filtered modules

K0 , . . . ,K8 . Let )8+1 : L8+1 → K8 be a module homomorphism that shifts action

by ≤ �8+1 and has discrepancy ≤ δ)8+1
. Again, we do not assume that δ)8+1

satisfies

any assumption of the type E. We define

K8+1 = C>=4
(
L8+1

()8+1;�8+1 ,δ
)8+1 )

−−−−−−−−−−−−−→K8

)
.

The A-module K8+1 has discrepancy ≤ εK8+1
:= max{εK8 , δ)8+1 − �

)8+1

1
} because (by

induction) εK8 ≥ εA. The final A-module KA is precisely the one described by (2.28)

and moreover now it also has the structure of a weakly filtered module.
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The following expressions will be used frequently in what follows:

(2.29) "<,3 :=

<∑
9=1

3+<∑
8=1

�
) 9
8
+
3+<∑
8=1

&A8 , �@ := � +
@+3∑
8=1

&A8 +
@∑
9=1

@+2∑
8=1

�
) 9
8
.

Theorem 2.14. — Let K8 , 0 ≤ 8 ≤ A be as above. Assume that A is h-unital in the weakly
filtered sense with discrepancy of units ≤ DA. Let � ≥ 2DA+ &A

2
be a real number and assume

that Aand the objects !8 satisfy the following two conditions:
⊲ A ∈ * 4(�).
⊲ For every 0 ≤ 8 ≤ A, !8 ∈ *',4(�), and !8 ∈ *<(�).

Then there exists a weakly filtered A-module Mwith the following properties:
(i) For every - ∈ Ob(A), we have M(-) =KA(-) as '-modules, namely the '-module

M(-) is a direct sum:

(2.30) M(-) = �(-, !0) ⊕ �(-, !1) ⊕ · · · ⊕ �(-, !A).

(ii) Denote by �M
1

the differential of the chain complexM(-). Then the matrix of �M
1

with
respect to the splitting (2.30) has the following shape:

�M
1
= (08 9)0≤8 , 9≤A with 08 , 9 : �(-, !9) −→ �(-, !8), where


) 08 , 9 = 0 for every 8 > 9. In other words, the matrix of �M
1

is upper triangular.

�) 08 ,8 = �A
1

: �(-, !8) → �(-, !8).
�) There exist elements 2@,? ∈ �(!@ , !?) for all 0 ≤ ? < @ ≤ A, such that for every 8 < 9

the (8 , 9)-th entry of the matrix of �M
1

is given by

(2.31) 08 , 9(.) =
∑

2≤3, :
�A
3
(. , 2:3 ,:3−1

, . . . , 2:2 ,:1
),

where : = (:1 , . . . , :3) runs over all partitions 8 = :1 < :2 < · · · < :3−1 < :3 = 9
(the sum in (2.31) is finite because 3 ≤ 9 − 8 ≤ A).

�) 2@,? ∈ �≤
@,? (!@ , !?), where
(2.32) 
@,? = �@ − �? + �@�@ ,

where �@ is a universal constant in the sense that it depends only on @, but not on A,
the modules K8 or their discrepancy data. (In (ii.�) and in what follows we use the
convention that �0 = 0.)

(iii) There exists a quasi-isomorphism of A-modules � : KA → M which shifts action
by ≤ �� and has discrepancy ≤ ε�. The latter quantities admit the estimates

(2.33) �� ≤ �A�A , &�
3
≤ �A,3"A,3 ,

where the constants �A and {�A,3}3∈ℕ are universal in the sense mentioned at point (ii.�)
above.
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(iv) The first order part �1 : KA(-) → M(-) of the quasi-isomorphism � is an isomor-
phism of chain complexes for all - ∈ Ob(A), and the matrix corresponding to �1 with respect
to the splitting (2.30) (taken both for KA(-) and M(-)) is upper triangular with id-maps
along its diagonal.

(v) The inverse �−1

1
: M(-) → KA(-) of �1 is action preserving (i.e. it is filtered and

shifts action by ≤ 0).
(vi) For every 0 ≤ 9 ≤ A the diagonal element

Δ9 = pr�(-,!9 ) ◦ �1 �(-,!9 ) : �(-, !9) −→ �(-, !9)

is the identity map (as follows from point (2.14) above). However, when the domain inherits
filtration from KA(-) and the target from M(-) this map shifts action by ≤ ��. (Note that
for 9 ≥ 1, �(-, !9) is in general not a subcomplex of either KA(-) or of M(-)). For 9 = 0,
�(-, !0) is a subcomplex of both KA(-) and of M(-) and the two inherited filtrations
on �(-, !0) coincide, hence Δ0 = id preserves filtration (i.e. shifts action by ≤ 0).

Proof of Theorem 2.14. — We will construct inductively a sequence of weakly filtered

modules M8 , 8 = 1, . . . , A such that M8 is quasi-isomorphic to K8 and whose differen-

tial �M8

1
has a matrix of the type describe by (2.31). The desired module Mwill then

be MA . In the course of the construction we will successively apply Proposition 2.11,

Lemma 2.6 and Lemma 2.5.

Fix once and for all ℓ := A + 2.

We begin the construction with 8 = 1. PutM0 =K0 = L0,K
′
1
=K1. Set also �0 = �,

so that L1 ,K0 ∈ *<(�0). Define an auxiliary weakly filtered module

K′′
1

:= C>=4(L1

()1;�1+ℓ�0 ,ε
(1))

−−−−−−−−−−−−→K0),
where ε(1) is chosen such that

ε(1) ≥ δ)1 , ε(1) ∈ E(εA, εK0), &(1)
3
≥ &K0

3+1
for all 3.

By Proposition 2.11 there exists a cycle 21 ∈ K≤�1+ℓ�0

0
(!1) = �≤�1+ℓ�0(!1 , !0) as well as

�1 , �1 ∈ hom
≤�1+ℓ�0;ε(1)(L1 ,K0)with �1 a cycle and (�1)1 = · · · = (�1)ℓ = 0, such that

)1 = �(21) + �mod

1
(�) + �1

in hom
≤�1+ℓ�0;ε(1)(L1 ,K0). Define now

M1 := C>=4(L1

()1−�mod

1
(�1);�1+ℓ�0 ,ε

(1))
−−−−−−−−−−−−−−−−−−−−→K0).

Note that εM1 = max{εA, εK0 , ε(1) − &(1)
1
} = ε(1) − &(1)

1
because ε(1) ∈ E(εA, εK0).

For later use we will need to address Assumption*< for the module M1. Indeed,

by Lemma 2.9 we have M1 ∈ *<(�1), where

�1 := max

{
2�0 , 2D

A+ &(1)
3
− &(1)

1
, 2DA+ 2&(1)

2
− 2&(1)

1
, �0 + &(1)

2
− &(1)

1

}
.

The modules K′
1
= K1, K′′

1
and M1 are related by weakly filtered quasi-

isomorphisms as follows. The identity homomorphism can be viewed as a weakly
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filtered quasi-isomorphism �1 : K1 → K′′
1
which shifts action by ≤ ℓ�0 and has

discrepancy ≤ (&(1)
1
− �)1

1
, 0, . . . , 0, . . . ). Lemma 2.6 provides a quasi-isomorphism

'1 : K′′
1
−→M1

which shifts action by ≤ 0 and has discrepancy ≤ ε(1) − &(1)
1
. Consider the quasi-

isomorphism �1 : K1 →M1 given by the composition �1 := '1 ◦ �1 which shifts action

by ≤ ℓ�0 and has discrepancy ≤ ε(1) − �)1

1
.

The first order part (�1)1 : K1(-) →M1(-) of the module homomorphism �1 is an

isomorphism of chain complexes for all - and its matrix (with respect to the splitting

�(-, !0) ⊕ �(-, !1) of K1(-) and M1(-) as '-modules) is upper triangular with id’s

along the diagonal. This follows from the explicit formula of ('1)1 from the proof

of Lemma 2.6.

The same formula also shows that ('1)−1

1
shift action by ≤ 0 and the same holds

for (�1)−1

1
. It follows that the inverse (�1)−1

1
of (�1)1 shifts action by ≤ 0.

Next, consider the composition �1 ◦ )2 : L2 → M1. This is a module homomor-

phism that shifts action by ≤ �2 + ℓ�0 and has discrepancy ≤ ε�1◦)2 = ε�1 ∗ δ)2
.

Define now

K′
2
= C>=4

(
L2

(�1◦)2;�2+ℓ�0 ,ε
�
1 ∗δ)2 )

−−−−−−−−−−−−−−−−−−→M1

)
,

K′′
2
= C>=4

(
L2

(�1◦)2;�2+ℓ�1+ℓ�0 ,ε
(2))

−−−−−−−−−−−−−−−−−−→M1

)
,

where ε(2) is chosen such that

ε(2) ≥ ε�1 ∗ δ)2 , ε(2) ∈ E(εA, εM1), &(2)
3
≥ &M1

3+1
for all 3.

Applying Proposition 2.11 we can write:

�1 ◦ )2 = �(22) + �mod

1
(�2) + �2 ,

where 22 ∈M≤�2+ℓ�1+ℓ�0

1
(!2) is a cycle and �2 , �2 ∈ hom

≤�2+ℓ�1+ℓ�0;ε(2)(L2 ,M1)with �2

being a cycle such that (�2)1 = · · · = (�2)ℓ = 0.

We define now

M2 := C>=4
(
L2

(�1◦)2−�mod

1
(�2);�2+ℓ�1+ℓ�0 ,ε

(2))
−−−−−−−−−−−−−−−−−−−−−−−−−→M1

)
.

Thediscrepancy ofM2 is ≤ εM2
:= max{εA, εM1 , ε(2)−&(2)

1
} = max{ε(1)−&(1)

1
, ε(2)−&(2)

1
}.

By Lemma 2.9 we have M2 ∈ *<(�2), where

�2 := max

{
2�1 , 2D

A+ &(1)
3
− &(1)

1
, 2DA+ &(2)

3
− &(2)

1
, 2DA+ 2&(1)

2
− 2&(1)

1
,

2DA+ 2&(2)
2
− 2&(2)

1
, �0 + &(1)

2
− &(1)

1
, �0 + &(2)

2
− &(2)

1

}
.

ThemodulesK2,K
′
2
,K′′

2
andM2 are relatedbyweaklyfilteredquasi-isomorphisms

K2

#2−−→
'

K′
2

�2−−→
'

K′′
2

'2−−→
'

M2 ,
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where the shifts in action and discrepancies of these maps are given by

shift(#2) ≤ ℓ�0 , ε#2 ≤ ε(1) − �)1

1
,

shift(�2) ≤ ℓ�1 , ε�2 ≤ (&(2)
1
− �)2

1
− &(1)

1
+ �)1

1
, 0, . . . , 0, . . . ),

shift('2) ≤ 0, ε'2 ≤ ε(2) − &(2)
1
.

The quasi-isomorphism #2 is obtained from Lemma 2.5 and '2 from Lemma 2.6. The

quasi-isomorphism �2 is basically the identity map, relating the same module with

two (slightly) different structures of weakly filtered module.

Considernowthe composition�2 = '2◦�2◦#2 : K2 →M2. This quasi-isomorphism

has the following action shift and discrepancy:

shift(�2) ≤ ℓ (�1 + �0), ε�2 ≤ ε(2) ∗ ε(1) − (�)2

1
+ &(1)

1
).

As in the previous step, the first order part (�2)1 : K2(-) → M2(-) of �2 is

an isomorphism of chain complexes and its matrix (with respect to the splitting

�(-, !0)⊕�(-, !1)⊕�(-, !2) ofK2(-) andM2(-) as '-modules) is upper triangular

with id’s along the diagonal. Moreover, the inverse (�2)−1

1
of (�2)1 shifts action by ≤ 0.

These assertions easily follows from the explicit formulas of (#2)1 and ('2)1 given
in the proofs of Lemmas 2.5 and 2.6 respectively and the fact, already shown in the

previous step, that (�1)1 is a chain isomorphism represented by an upper triangular

matrix with id’s along the diagonal. Recall also from the previous step that (�1)−1

1

shifts action by ≤ 0. An examination of the action shifts shows that each of the maps

(�2)−1

1
, (#2)−1

1
and ('2)−1

1
shifts action by ≤ 0, hence the same holds for (�2)−1

1
.

Continuing as above by induction we obtain, for every 1 ≤ 9 ≤ A:
1) A weakly filtered module M9 .

2) Two sequences of non-negative real numbers ε(9) and ε�9 that satisfy:

(a) ε(9) ≥ ε�9−1 ∗ δ) 9 , ε(9) ∈ E(εA, εM9−1), &
(9)
3
≥ &

M9−1

3+1
for all 3.

(b) ε�9 ≤ ε(9) ∗ · · · ∗ ε(1) − (�) 9
1
+∑9−1

8=1
&(8)

1
).

We use the convention that ε�0 = (0, . . . , 0, . . . ).
3) A positive real number � 9 defined (inductively) by

� 9 := max

{
2� 9−1 , 2D

A+ &(8)
3
− &(8)

1
, 2DA+ 2&(8)

2
− 2&(8)

1
, �0 + &(8)

2
− &(8)

1
; 1 ≤ 8 ≤ 9

}
.

(Recall that �0 = �.)

4) A cycle 2 9 ∈M
≤�9+

∑9−1

8=0
�8

9−1
(!8).

5) The module M9 is related to M9−1 by

(2.34) M9 = C>=4
(
L9

(�(2 9 )+�9 ;�9+ℓ
∑9−1

8=0
�8 ,ε(9))

−−−−−−−−−−−−−−−−−−−−→M9−1

)
,

where �9 ∈ hom
≤�9+ℓ (

∑9−1

8=0
�8 );ε(9)(L9 ,M9−1) is a cycle with (�9)1 = · · · = (�9)ℓ = 0.

6) The discrepancy of M9 is ε
M9 ≤ max{ε(8) − &(8)

1
; 1 ≤ 8 ≤ 9}.
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7) M9 ∈ *<(� 9).
8) A weakly filtered quasi-isomorphism � 9 : K9 → M9 which shifts action by

≤ ℓ (�0 + · · · + � 9−1) and with discrepancy ≤ ε�9 , where the sequences ε�9 is
the one from point 2) above. Moreover, the first order part (� 9)1 is a chain

isomorphism represented by an upper triangular matrix with id’s along the

diagonal (with respect to the splitting CF(-, !0)⊕ · · · ⊕�(-, !A)) and its inverse

(� 9)−1

1
shifts action by ≤ 0.

The moduleM claimed in the statement of the theorem is the moduleMA , and the

quasi-isomorphism of A-modules is � : KA →M is �A .

Next, we analyze the differential �
M9

1
on the modules M9 . We begin with the

module

(2.35) M1 = C>=4
(
L1

(�(21)+�1;�1+ℓ�0 ,ε
(1))

−−−−−−−−−−−−−−−−→K0

)
.

Recall that 21 ∈ K≤�1+ℓ�0

0
(!1) = �≤�1+ℓ�0(!1 , !0). For further use, we will write

21,0 := 21.

Let - ∈ Ob(A). Write

M1(-) = �(-, !1) ⊕ �(-, !0)
as '-modules. By the definition of the map � we have according to this splitting:

�M1

1
(11 , 10) =

(
�A

1
(11), �A

1
(10) + �A

2
(11 , 21,0)

)
, for all 11 ∈ �(-, !1), 10 ∈ �(-, !0).

More generally, the higher operations �M1

3
have the following form. Let 1 ≤ 3 ≤ ℓ − 1

and -0 , . . . , -3−1 ∈ Ob(A). One has , for all 08 ∈ �(-8−1 , -8), 8 = 1, . . . , 3 and for all

(11 , 10) ∈ �(-3 , !1) ⊕ �(-3 , !0):

�M1

3

(
01 , . . . , 03−1 , (11 , 10)

)
(2.36)

=
(
�A
3
(01 , . . . , 03−1 , 11), �A

3
(01 , . . . , 03−1 , 10) + �A

3+1
(01 , . . . , 03−1 , 11 , 21,0)

)
.

Note that the term �1 in (2.35) does not play any role in the expression for �M1

3
as long

as 3 ≤ ℓ − 1, since (�1)1 = · · · = (�1)ℓ = 0. Recall also that ℓ = A + 2.

We now analyze M2. Recall that

(2.37) M2 := C>=4
(
L2

(�(22)+�2;�2+ℓ�1+ℓ�0 ,ε
(2))

−−−−−−−−−−−−−−−−−−−−→M1

)
,

where 22 ∈M≤�2+ℓ (�1+�0)
1

(!2). Recall that, as '-modules,

M
≤�2+ℓ (�1+�0)
1

(!2) = �≤�2−�1+ℓ�1−&(1)
1 (!2 , !1) ⊕ �≤�2+ℓ (�1+�0)(!2 , !0).

Write 22 = (22,1 , 22,0)with respect to this splitting.

Let - ∈ Ob(A) and write, as '-modules,

(2.38) M2(-) = �(-, !2) ⊕M1(-) = �(-, !2) ⊕ �(-, !1) ⊕ �(-, !0).
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By the definition of � together with (2.36) we have

�M2

1
(12 , 11 , 10) =

(
�A

1
(12), �M1

1
(11 , 10) + �M1

2
(12 , 22)

)
(2.39)

=
(
�A

1
(12), �A

1
(11) + �A

2
(12 , 22,1),

�A
1
(10) + �A

2
(11 , 21,0) + �A

2
(12 , 22,0) + �A

3
(12 , 22,1 , 21,0)

)
.

In other words, the matrix of �M2

1
has the following shape:

(2.40) �M2

1
=

©­­«
�A

1
(.) �A

2
(. , 21,0) �A

2
(. , 22,0) + �A

3
(. , 22,1 , 21,0)

0 �A
1
(.) �A

2
(. , 22,1)

0 0 �A
1
(.)

ª®®¬
Here the matrix has been calculated with respect to the splitting

M2(-) = �(-, !0) ⊕ �(-, !1) ⊕ �(-, !2)
(in contrast to (2.38) and (2.39)) in order to be compatible with (2.30).

A similar formula holds also for the higher operations �M2

3
. Let 1 ≤ 3 ≤ ℓ − 2

and -0 , . . . , -3−1 ∈ Ob(A). Then, for all 0 ∈ �(-0 , -1) ⊗ · · · ⊗ �(-3−2 , -3−1):

�M2

3
( 0, 12 , 11 , 10) =

(
�A
3
(0, 12), �A

3
(0, 11) + �A

3+1
(0, 12 , 22,1),(2.41)

�A
3
(0, 10) + �A

3+1
(0, 11 , 21,0)

+ �A
3+1
(0, 12 , 22,0) + �A

3+2
(0, 12 , 22,1 , 21,0)

)
.

Continuing by induction, we obtain the 2@,? ∈ �(!@ , !?) for all 0 ≤ @ < ? ≤ A and
the operators 08 , 9 , 8 > 9, as described in (2.31), which form the matrix of the differen-

tials �M
1

for the module M=MA .

Note that the �
M9

:
-operation of the intermediate module M9 involves expressions

containing �A
3
for 3 ≤ 9 + : but no higher order �’s. It is also important to remark

that at every step of the construction, the operations �
M9

3
for 3 ≤ A + 1− 9 will depend

on the cycles 2@,? with 0 ≤ ? < @ ≤ 9 but not on the elements �8 that appear in (2.34).

The reason is that (�8)1 = · · · = (�8)ℓ = 0 and we have chosen in advance ℓ = A + 2.

Next, we estimate the action levels 
@,? of 2@,? from (ii.�) and the action shift and

discrepancy of the quasi-isomorphism � = �A as claimed in (2.33).

An inspection of the previous steps in the proof shows that

2@,? ∈ �≤�@−�?+ℓ (�?+···+�@−1)−&(?)
1 (!@ , !?).

Thus we need to estimate the � 9 ’s. This, in turn, would require to estimate the ε(8)’s.
Note that we can choose at every step of the previous inductive construction the

sequence ε(9) at 2.a) page 41 to satisfy

&
(9)
3
≤ &

M9−1

3+1
+

3∑
8=1

(
&
�9−1

8
+ �) 9

8
+ &A8 + &

M9−1

8

)
.
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A simple inductive argument now implies the desired estimates for the ε
(9)
3
’s the � 9 ’s

as well as for the action shift of � 9 and its discrepancy.

Finally, the first statement at point (2.14) follows easily from the induction process

defining the maps �8 , 8 = 1, . . . , A, by examining the filtrations induced on CF(-, !9)
by each ofK8(-) andM8(-) for 9 ≤ 8 ≤ A. That �(-, !0) is a subcomplex of bothK8(-)
and M8(-) follows from the fact that K8 and M8 are both iterated cones starting with

the object L0. �

2.7. Invariants and measurements for filtered chain complexes

As a supplement to the previous material we describe here a number of numerical

invariants of filtered chain complexes that will be useful in Chapter 5 when we prove

our main geometric results. More details and further results can be found in the

expanded version of this paper [BCS].

We begin with basic definitions. Fix a commutative ring Rwith unity.

⊲ By a filtered chain complex we mean a chain complex (�, 3�) of R-modules en-

dowed with an increasing filtration by sub-chain complexes �≤
 ⊂ �, indexed
by the real numbers 
 ∈ ℝ.

⊲ AnR-linearmap 5 : �→� between thefiltered chain complexes (�, 3�), (�, 3�)
is called filtered if there exists � ∈ ℝ such that 5 (�≤
) ⊂ �≤
+� for every 
. In
that case we also say that 5 shifts action by ≤ �. In case 5 preserves the filtrations
(i.e. it shifts filtration by ≤ 0) we say that 5 is strictly filtered.

⊲ Let (�, 3�) be a filtered chain complex, and G ∈ �. Define �(G) ∈ ℝ ∪ {−∞,∞}
to be the infimal filtration level of � which contains G, i.e.

�(G) := inf

{

 ∈ ℝ ; G ∈ �≤


}
.

We call�(G) the action level of G. Sometimeswewill write�(G;�) instead of�(G)
in order to keep track of the chain complex � that G belongs to.

By our conventions we have �(0) = −∞ and if

⋂

∈ℝ �

≤
 = {0} then �(G) = −∞
iff G = 0. Also, if the filtration on � is exhaustive, i.e.

⋃

∈ℝ �

≤
 = �, then �(G) < ∞
for every G ∈ �.

⊲ Another measurement relevant to our considerations is the following. Define

the “action drop” of the differential 3� of the filtered chain complex (�, 3�) as

(2.42) �3� = sup

{
A ∈ [0,∞) ; ∀0 ∈ ℝ, 3�(�≤0) ⊂ �≤0−A

}
.

2.7.1. Boundary depth and related algebraic notions. — Boundary depth was introduced

and studied extensively in symplectic topology (in a slightly different formulation

than below) by Usher [Ush11], [Ush13]. Here we introduce variants of this mea-

surement, such as boundary level and homotopical boundary level and explain their

relation to boundary depth.

Let (�, 3�) be a filtered chain complex and 2 ∈ � a boundary.
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Define the boundary level of 2 by

(2.43) �(2;�) = inf

{

 ∈ ℝ ; ∃ 1 ∈ �≤
 such that 2 = 3�1

}
.

A central measurement in our framework is the following special case. Let (�, 3�)
and (�, 3�) be filtered chain complexes. Let # : � → � be a filtered chain map and

assume that # is null-homotopic.

Define the homotopical boundary level �ℎ(#) of# to be the infimal action shift needed

for a chain homotopy between # and 0. More precisely:

�ℎ(#) = inf

{
� ∈ ℝ ; ∃ an R-linear map ℎ : � → � which shifts(2.44)

action by ≤ � and such that # = ℎ3� + 3�ℎ
}
.

Note that �ℎ(#) = �(#; homR(�, �)), where we view # as a boundary in the chain

complex homR(�, �). The latter chain complex is filtered as follows: for � ∈ ℝ,

hom

≤�
R
(�, �) is the subcomplex consisting of all R-linear maps � → � that shift

action by ≤ �.
Thenotionof boundary level is closely related to the boundarydepthmeasurement

introduced by Usher [Ush11], [Ush13]. The relation is the following. Let (�, 3�) be a
filtered chain complex and 2 ∈ � a boundary.

The boundary depth �(2;�) of 2 is defined by the equality

(2.45) �(2;�) = �(2;�) + �(2;�),
where �(2;�) is the action level of 2. It is easy to see that

�(2;�) = inf

{
A ≥ 0 ; ∀
 such that 2 ∈ �≤
 , ∃ 1 ∈ �≤
+A such that 3�1 = 2

}
.

Now let (�, 3�) be a filtered chain complex which is acyclic. Its boundary depth is

�(�) := inf

{
A ≥ 0 ; ∀
 and∀2 ∈ �≤
 with 3�(2) = 0, ∃ 1 ∈ �≤
+A such that 3�1 = 2

}
.

If we assume that (�, 3�) is acyclic (i.e. homotopy equivalent to the trivial chain

complex), then we have the inequality

(2.46) �(�) ≤ �ℎ(id�).
Let (�, 3�) and (�, 3�) be filtered chain complexes and # : � → � a filtered chain

map which is null-homotopic. Similarly to the homotopical boundary level we also

have the homotopical boundary depth of #:

(2.47) �ℎ(#) := �
(
#; homR(�, �)

)
.

More explicitly, �ℎ(#) is the infimal A ≥ 0 for which # is null-homotopic via a chain

homotopy that shifts filtration by ≤ �(#) + A. As in (2.45) we have

�ℎ(#) = �
(
#; homR(�, �)

)
+ �ℎ(#).

Finally, here is another variant of the above measurements.

Let Abe a weakly filtered �∞-category with discrepancy ≤ εA (see Chapter 2).

Let ε< = (&<
1
= 0, &<

2
, . . . , &<

3
, . . . ) be a sequence of non-negative real numbers,

and let M0 ,M1 be two weakly filtered A-modules with discrepancy ≤ ε< .
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Let εℎ be another sequence of non-negative real numbers, and assume that

εℎ ∈ E(ε< , εA) (see page 21).
Let hom

εℎ (M0 ,M1) be the weakly filtered pre-module homomorphismsM0 →M1

with discrepancy ≤ εℎ (and arbitrary action shift). As explained in §2.3.1, it is a chain

complex when endowed with the differential �mod

1
of the dg-category of A-modules.

Moreover, this chain complex is filtered by hom
≤�;εℎ (M0 ,M1), � ∈ ℝ.

Now let # : M0 → M1 be a weakly filtered module homomorphism with dis-

crepancy ≤ εℎ , and assume that # is a boundary in hom
εℎ (M0 ,M1) (i.e. # is chain

homotopic to 0 via a chain homotopy of pre-module maps with discrepancy ≤ εℎ).
Then we can define

�ℎ(#; εℎ) := �
(
#; hom

εℎ (M0 ,M1)
)

and similarly define �ℎ(#; εℎ).
Further variants of the boundary level/depth measurements and their properties

can be found in the expanded version [BCS].

2.7.2. Homotopies of chain isomorphisms. — Here we prove a simple algebraic approx-

imation lemma which says that altering a chain isomorphism by a chain homotopy

yields an injective map provided that the chain homotopy shifts action by a small

enough amount.

Lemma 2.15. — Let (�, 3�) and (�, 3�) be filtered chain complexes, and assume that
the filtration on � is exhaustive (i.e. ⋃
∈ℝ �

≤
 = �) and separated (i.e. ⋂
∈ℝ �
≤
 = 0).

Let 5 , 6 : � → � be chain maps with the following properties:
⊲ 6 is an isomorphism.
⊲ 6 and 6−1 are strictly filtered.
⊲ 5 − 6 is null-homotopic and �ℎ( 5 − 6) < min{�3� , �3� }.

Then 5 is strictly filtered and moreover 5 is injective.

In our geometric applications � = �, 6 will be the identity, and 5 will be the com-

position of two chain morphisms �
51→ �′

52→ � that are constructed geometrically.

The lemma shows in this case that the middle complex �′ contains � as a retract.

Results of this sort are familiar in symplectic topology since [CR03].

Proof of Lemma 2.15. — Since the filtration on � is both exhaustive and separated,

we have −∞ < �(G) < ∞ for every G ≠ 0, and �(0) = −∞. Set � := �ℎ( 5 − 6) + &,
where & > 0 is small enough such that � < min{�3� , �3� }. Write

5 = 6 + �3� + 3��,
where � : � → � isR-linear and shifts action by ≤ �. Since � < min{�3� , �3� } and 6
is strictly filtered we have

�
(
5 (G)

)
= �

(
6(G) + �3�(G) + 3��(G)

)
≤ �(G), for all G ∈ �,

hence 5 is strictly filtered.
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For the injectivity of 5 , assume that 5 (G) = 0 for some G ≠ 0. Then

6(G) = −
(
�3�(G) + 3��(G)

)
,

and using again inequality � < min{�3� , �3� } we obtain that

�
(
6(G)

)
= �

(
�3�(G) + 3��(G)

)
< �(G).

The last inequality together with the assumption that 6−1
is strictly filtered imply

�(G) = �
(
6−16(G)

)
≤ �

(
6(G)

)
< �(G).

A contradiction. �

Under additional assumptions we can obtain a somewhat stronger result. Before

we state it, here are a couple of relevant notions. The filtration �≤
 ⊂ �, 
 ∈ ℝ

induces a topology on � which is generated by the cosets of �≤
, 
 ∈ ℝ, as basic

open subsets. The assumption that the filtration is separated (i.e.
⋂


∈ℝ �
≤
 = 0) which

implies that � is Hausdorff in this topology.

The filtration on � is called complete if the obvious map

� −→ lim←−−



(�/�≤
)

is surjective. This assumption implies that the previously mentioned topology on �
turns � into a complete topological space (in the sense that every Cauchy sequence

converges).

Lemma 2.16. — Let (�, 3�), (�, 3�), 5 , 6 be as in Lemma 2.15 and assume in addition
that the filtration on � is complete. Then 5 is a strictly filtered isomorphism and moreover
5 −1 is also strictly filtered.

Proof. — In view of Lemma 2.15 we only need to show that 5 is an isomorphism and

that 5 −1
is strictly filtered.

We will use a well-known inversion trick, that has already been used in a similar

setting in [Ush11], [Ush13]. Fix

0 < & < 1

2

(
min{�3� , �3� } − �ℎ( 5 − 6)

)
.

By the definition of �ℎ there is an R-linear map � : � → � that shifts actions

by ≤ �ℎ( 5 − 6) + & such that 5 − 6 = 3�� + �3� . Note that 5 − 6 decreases action by at

least &. Now write

5 = 6 + ( 5 − 6) = 6
(
id+6−1( 5 − 6)

)
= 6(id−:),

where : : � → � is defined by : = −6−1( 5 − 6). Since 6−1
is strictly filtered and

5 − 6 decreases filtration by at least &, the same is true for :. As the filtration on � is

complete, the series 0 = id+∑
=≥1

:= converges, and satisfies (id−:)0 = 0(id−:) = id.

Therefore 5 is invertible with inverse 06−1
, a strictly filtered chain-morphism of R-

modules. �
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For the next result we will assume that R = Λ0 (the positive Novikov ring over

any field '). Recall that the Novikov ring Λ is the field of fractions of Λ0. Denote

by � : Λ→ ℝ ∪ {∞} the standard valuation defined by

�
(
00)

�0 +
∞∑
8=1

08)
�8
)
= �0 ,

where 00 ≠ 0 and �8 > �0 for every 8 ≥ 1. As usual we set �(0) = ∞.

Let (�, 3�) be a finite dimensional chain complex over Λ. Fix a basis Gof � over Λ

and let � : G→ ℝ be a function. Similarly to §2.2.3 we will use � to define a filtration

on � by Λ0-modules. Extend � to a function � : � → ℝ ∪ {−∞}, by

�
(∑

� 94 9
)
= max

{
− �(� 9) + �(4 9)

}
,

where 4 9 are the elements of the basis G, 0 ≠ � 9 ∈ Λ, �(4 9) is the pre-determined

value of � on the generator 4 9 , and � is the preceding valuation. Define now

�≤
 :=
{
G ∈ � ; �(G) ≤ 


}
.

It is easy to see that �≤
 ⊂ �, 
 ∈ ℝ, is an increasing filtration of � by Λ0-modules

(though not by vector spaces over Λ). Since �(G) = −∞ iff G = 0, this filtration is

separated. Moreover, it is exhaustive and complete.

From now on we will make the following standing assumption: �(3�G) ≤ �(G), for
all G ∈ �. In other words, we assume that each �≤
 ⊂ �, 
 ∈ ℝ, is a subcomplex of �
(over Λ0).

It is important to note that the function �, as defined above, coincides with the

action level of the preceding filtration on �, as defined at the beginning of Section 2.7.

Thus no confusion should arise by denoting them both by �.

We will make use of the following definition from [UZ16].

Definition 2.17. — A subspace + ⊂ Ker(3�) ⊂ � is called �-robust if for all E ∈ +
and F ∈ � such that E = 3�(F), we have �(F) ≥ �(E) + �.

2.7.3. Remark. — According to the above definition, a complement, in Ker(3�) to
Im(3�) is a �-robust subspace for all � > 0. Hence if + ⊂ Im(3�) is �-robust then
+ ⊕, is also �-robust. We will call a �-robust subspace + ⊂ Im(3�) a proper �-robust
subspace.

Proposition 2.18. — Let (�, 3�) be a chain complex as above, and let 5 : � → � be a
chain map. Assume that 3� splits as a sum 3� = 30+ 31 such that 30 is aΛ-linear differential
which (like 3�) also preserves the given filtration on �. Furthermore, assume that

dimΛ

(
�∗(�, 30)

)
≥ dimΛ

(
�∗(�, 3�)

)
.

If �ℎ( 5 − id�) < �31
, then

dimΛ

(
Im( 5 )

)
≥ dimΛ

(
�∗(�, 30)

)
.
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The proposition follows directly from the following two lemmas.

Lemma 2.19. — Let (�, 3�) be a chain complex as above, and assume that its differential
splits as 3� = 30 + 31 with 30 satisfying the same assumptions as in Proposition 2.18. Then

dimΛ

(
�∗(�, 30)

)
− dimΛ

(
�∗(�, 3�)

)
is even .

Furthermore, denote the latter number by 2: and assume that : ≥ 0. Then (�, 3�) admits a
proper �31

-robust subspace of dimension at least :.

Lemma 2.20. — Let (�, 3�) be a chain complex as in Lemma 2.19 and 5 : � → � be a
chain map. Let 0 < & < � and suppose that �ℎ( 5 − id�) = � − &. Then 5 is injective on each
(resp. proper) �-robust subspace, and maps it to a (resp. proper) &-robust subspace.

Proof of Proposition 2.18. — By Lemma 2.19, there exists a proper �31
-robust sub-

space + in (�, 3�) of dimension : (where : is given by that lemma). By Lemma 2.20,

5 (+)will be a proper &-robust subspace of dimension :. Consider a subspace+′ ⊂ �
of dimension : such that 3�(+′) = + , and a complement , in Ker(3�) to Im(3�).
Then 3�( 5 (+′)) = 5 (+), showing that dim 3�( 5 (+′)) = :, and 5 (,) will again be

a complement in Ker(3�) to Im(3�). (Note that 5 (,) ∩ 3�(�) = 0 because, by as-

sumption, 5 − id� is null-homotopic, so 5 induces an isomorphism in homology.)

Now, by Lemma 2.20 again, 5 (,) will have the correct dimension. Finally the three

subspaces 5 (+), 5 (+′), 5 (,) are direct summands of � whence

dimΛ

(
Im( 5 )

)
≥ dimΛ

(
�∗(�, 3�)

)
+ 2:,

finishing the proof. �

Proof of Lemma 2.19. — The identities

dimΛ(�) = dimΛ

(
�∗(�, 3�)

)
+ 2 dimΛ

(
Im(3�)

)
,

dimΛ(�) = dimΛ

(
�∗(�, 30)

)
+ 2 dimΛ

(
Im(30)

)
,

show that dimΛ(�∗(�, 30)) − dimΛ(�∗(�, 3�)) is even. Moreover we obtain

(2.48) dimΛ

(
Im(3�)

)
= dimΛ

(
Im(30)

)
+ :.

From [UZ16, Proposition 7.4], it is immediate to construct a projection

� : � → Im(30), that restricts to the identity on Im(30) and satisfies �(�(G)) ≤ �(G)
for all G ∈ �.

From (2.48) we now have that dim(Ker(�
Im(3� ))) ≥ :.We claim that

+ = Ker

(
�

Im(3� )
)

is �31
-robust. Indeed, if E ∈ +, F ∈ �, and E = 3�F, then writing 3�F = 30F + 31F,

and using �(E) = 0 we obtain 30F = �(30F) = −�(31F), whence E = (id−�)(31F).
Therefore

�(E) = �
(
(id−�)(31F)

)
≤ �(31F) ≤ �(F) − �31

.

This implies �(F) ≥ �(E) + �31
, concluding the proof. �
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Proof of Lemma 2.20. — Let + ⊂ � be a �-robust subspace. We write

5 = id� +3� ℎ − ℎ3� ,
where �(ℎ(G)) ≤ �(G) + (� − &), for all G ∈ �.

If E ∈ + is such that 5 (E) = 0, we would have E + 3�(ℎ(E)) = 0, which would yield

F = −ℎ(E), with E = 3F and �(F) ≤ �(E) + � − &. On the other hand �-robustness
implies �(F) ≥ �(E) + �. A contradiction.

If 5 (E) = 3�I, we would have

E + 3�
(
ℎ(E)

)
= 3�I,

which would yield F = I − ℎ(E), with E = 3F. Therefore by �-robustness we obtain

�(E) + � ≤ �
(
I − ℎ(E)

)
≤ max

{
�(ℎ(E)), �(I)

}
.

Since �(ℎ(E)) ≤ �(E) + � − &, we get

�(E) + � ≤ �(I) and �
(
5 (E)

)
≤ max

{
�(E), �(ℎ(E))

}
≤ �(E) + � − & ≤ �(I) − &.

We conclude that �(I) ≥ �( 5 (E)) + &, which finishes the proof. �

ASTÉRISQUE 426



CHAPTER 3

FLOER THEORY AND FUKAYA CATEGORIES

We set up the variant of Floer theory that will be used in this book. In particular,

we discuss how to choose the auxiliary parameters of this theory so that the Fukaya

category becomes a weakly filtered �∞-category.
Let (", $) be a symplectic manifold, either closed or convex at infinity. We always

assume " to be connected.

Denote by L06we(") the collection of all closed connected Lagrangian subman-

ifolds ! ⊂ " that are weakly exact. Recall that ! ⊂ " is weakly exact if for every

� ∈ ��
2
(", !)we have

∫
�
$ = 0. 5

Let C ⊂ L06we
be a collection ofweakly exact Lagrangians. Unless explicitly stated

otherwise, we henceforth make the following mild assumption on C, whenever" is

not compact. There exists an open domain *0 ⊂ " with compact closure, such that

all Lagrangians ! ⊂ C lie inside *0. For further use, also fix another open domain

with compact closure *1 ⊃ *0 as well as an $-compatible almost complex structure

�conv which is compatible with the convexity of " outside of*1.

Fix a base ring' of characteristic 2 (e.g.' = ℤ2) and letΛbe theNovikov ringover'
as defined in (2.1). Denote by FD:(C) the Fukaya category, with coefficients in Λ,

whose objects are ! ∈ C. We mostly follow here the implementation of the Fukaya

category due to Seidel [Sei08] with several modifications that will be explained

shortly.

As in [Sei08], for every pair of Lagrangians !0 , !1 ∈ Cwe choose a Floer datum

D!0 ,!1
= (�!0 ,!1 , �!0 ,!1)

consisting of aHamiltonian function�!0 ,!1
: [0, 1]×" → ℝ and a time-dependent$-

compatible almost complex structure �!0 ,!1 = {�!0 ,!1

C }C∈[0,1]. In case " is not compact

we require that outside of*1 we have �!0 ,!1 ≡ 0 and �
!0 ,!1

C ≡ �conv.

Denote by O(�!0 ,!1) the set of orbits � : [0, 1] → " of the Hamiltonian flow

)�
!

0
,!

1

C generated by �!0 ,!1
such that �(0) ∈ !0 and �(1) ∈ !1. The Floer complex

5. The group ��
2
(", !) ⊂ �2(", !) is by definition the image of the Hurewicz homomorphism

�2(", !) → �2(", !).
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CF(!0 , !1; D!0 ,!1
) is a free Λ-module generated by the set O(�!0 ,!1):

(3.1) CF(!0 , !1; D!0 ,!1
) =

⊕
�∈O(�!

0
,!

1 )

Λ�.

We work here in an ungraded setting. The differential �1 on the Floer complex is

defined by counting solutions D of the Floer equation:

(3.2)

D : ℝ × [0, 1] → ", D(ℝ × 0) ⊂ !0 , D(ℝ × 1) ⊂ !1 ,

%BD + �!0 ,!1

C (D)%CD = −∇�!0 ,!1

C (D),

�(D) :=

∫ ∞

−∞

∫
1

0

|%BD |2 dCdB < ∞.

where (B, C) ∈ ℝ × [0, 1]. Here,

�
!0 ,!1

C (G) := �!0 ,!1(C , G)

and ∇�!0 ,!1

C is the gradient of the function �
!0 ,!1

C : " → ℝ with respect to the

Riemannian metric 6C(. , .) = $(. , �!0 ,!1

C
.) associated to $ and �

!0 ,!1

C . Quantity �(D)
in the last line of (3.2) is the energy of a solution D and we consider only finite energy

solutions. (Note also that the norm |%BD | in the definition of �(D) is calculated with

respect to the metric 6C .) Solutions D of (3.2) are also called Floer trajectories.

For �− , �+ ∈ O(�!0 ,!1) consider the space of parametrized Floer trajectories D con-

necting �− to �+:

(3.3) M(�− , �+; D!0 ,!1
) =

{
D ; D solves (3.2) and lim

B→±∞
D(B, C) = �±(C)

}
.

Note that ℝ acts on this space by translations along the B-coordinate. This action is

generally free, with the only exception being �− = �+ and the stationary solution

D(B, C) = �−(C) at �−.
Whenever �− ≠ �+, we denote by

(3.4) M∗(�− , �+; D!0 ,!1
) :=M(�− , �+; D!0 ,!1

)/ℝ
the quotient space (i.e. the space of non-parametrized solutions).

In the case �− = �+ we define M∗(�− , �−; D!0 ,!1
) in the same way except that we

omit the stationary solution at �−.
For a generic choice of Floer datum D!0 ,!1

the spaceM∗(�− , �+; D!0 ,!1
) is a smooth

manifold (possiblywith several components having different dimensions).Moreover,

its 0-dimensional component M∗
0
(�− , �+; D!0 ,!1

) is compact hence a finite set.

Define now �1 : CF(!0 , !1; D!0 ,!1
) → CF(!0 , !1; D!0 ,!1

) by

(3.5) �1(�−) :=
∑
�+

∑
D

)$(D)�+ , for all �− ∈ O(�!0 ,!1),

and extending linearly over Λ. Here, the outer sum runs over all �+ ∈ O(�!0 ,!1) and
the inner sum over all solutions D ∈M∗

0
(�− , �+; D!0 ,!1

). The term $(D) is a shorthand
notation for the symplectic area of a Floer trajectory D, namely $(D) :=

∫
ℝ×[0,1] D

∗$.
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It is well known that �1 is a differential and we denote the homology of

CF(!0 , !1; D!0 ,!1
) by HF(!0 , !1; D!0 ,!1

) – the Floer homology of (!0 , !1). This homol-

ogy is independent of the choice of the Floer datum in the sense that for every two

regular choices of Floer data D!0 ,!1
, D′

!0 ,!1

there is a canonical isomorphism

#D,D′ : HF(!0 , !1; D!0 ,!1
) −→ HF(!0 , !1; D′!0 ,!1

)
which form a directed system. Therefore we can regard this collection of Λ-modules

as one anddenote it byHF(!0 , !1). The canonical isomorphisms#D,D′ donot preserve

action-filtrations in general, hence there is no meaning to �(CF
≤
(!0 , !1)) without

specifying the Floer datum.

The higher operations �3, 3 ≥ 2, follow the same scheme as in [Sei08], with the

main difference being that we work over the Novikov ring Λ.

More precisely, we first make a choice of strip-like ends along the compactification

of the moduli-spaces R3+1
, 3 ≥ 2, of disks with (3 + 1)-boundary punctures. For

every A ∈ R3+1
denote by (A the punctured disk corresponding to A (thus (A is the

actual punctured Riemann surface corresponding to the parameter A ∈ R3+1
). Denote

the punctures by �8 , 8 = 0, . . . , 3, going in clockwise direction. The puncture �0 will

be called the exit and �1 , . . . , �3 the entry punctures. We denote the arc along %(A
connecting �8 to �8+1 by �8 , with the convention that �3+1 := �0. 6

Next we make a choice of perturbation data

D!0 ,...,!3 = ( !0 ,...,!3 , �!0 ,...,!3 )
for every tuple of 3 + 1 Lagrangians !0 , . . . , !3 ∈ C. The first item

 !0 ,...,!3 = { !0 ,...,!A
A }A∈R3+1

is a family of 1-forms parametrized by A ∈ R3+1
, with values in the space of Hamil-

tonian functions " → ℝ. The second one is a family

�!0 ,...,!3 = {�!0 ,...,!3
A }A∈R3+1

of $-compatible domain-dependent almost complex structures on ", parametrized

by A ∈ R3+1
. In other words for every A ∈ R3+1

, �!0 ,...,!3
A is itself a family {�!0 ,...,!3

A,I }I∈(A
of $-compatible almost complex structure on ", parametrized by I ∈ (A .

The perturbation data are required to satisfy several additional conditions. The

first one is that along each of the strip-like ends the perturbation data coincides with

the Floer data associated to the pair of Lagrangians corresponding to that end. More

precisely, along the strip-like end corresponding to the puncture �8 of (A we have

(3.6)  
!0 ,...,!A
A = �

!8−1 ,!8
C dC , �!0 ,...,!3 = �

!8−1 ,!8
C , 8 = 1, . . . , 3 + 1,

where we have used here the convention that !3+1 = !0. Here (B, C) are the conformal

coordinates corresponding to the strip-like ends.

The second condition is that along the arc �8 we have

(3.7)  !0 ,...,!3 (�) !8 = 0, for all � ∈ )(�8), 8 = 0, . . . , 3.

6. Of course, �8 and �8 all depend on A but we suppress this from the notation.
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The choices of strip-like ends and perturbation data alongR3+1
are required to be

compatible with gluing and splitting, or in the language of [Sei08] “consistent”. This
means essentially that these choices extend smoothly over the compactificationR3+1

of the space of boundary-punctured disks. In turn, this requires that for every 3, the

choices of strip-like ends and perturbation data done over R3+1
are compatible with

those that appear on all the strata of the boundary %R3+1
of the compactificationR3+1

of R3+1
. We refer the reader to [Sei08, Chapter 9] for the precise definitions and

implementation.

In case" is not compactwe add the following conditions on the perturbation data.

For every A ∈ R3+1
and � ∈ )((A) the Hamiltonian function  !0 ,...,!3

A (�) is required to

vanish outside of*1 and �
!0 ,...,!3
A ≡ �conv outside of*1.

Once we have made consistent choices of strip-like ends and perturbation data we

define the higher operations �3 for !0 , . . . , !3 ∈ C as follows.

For A ∈ R3+1
, I ∈ (A and � ∈ )I((A) define.A,I(�) to be the Hamiltonian vector field

of the function  !0 ,...,!3
A,I (�) : " → ℝ. Consider now the following Floer equation:

(3.8)

D : (A → ", D(�8) ⊂ !8 , 8 = 0, . . . , 3,

�DI + �!0 ,...,!3
A,I (D) ◦ �DI ◦ 9A = .A,I(D) + �!0 ,...,!3

A,I ◦ .A,I(D) ◦ 9A ,

�(D) :=

∫
(A

|�D − .A |2� � < ∞.

Here 9A stands for the complex structure on (A . The last quantity in (3.8) is the

energy of a solution D and we consider only solutions of finite energy. The definition

of �(D) involves an area form � on (A and the norm | . |� on the space of linear maps

)I((A) → )D(I)(") which is induced by 9A , � := �!0 ,...,!3
A and �. See [MS12, Section 2.2,

page 20] for the definition. Note that �(D) does not depend on �.

Given orbits �1

− , . . . , �
3
− , �+ with �8− ∈ O(�!8−1 ,!8 ) and �+ ∈ O(�!0 ,!3 ) define the

space of so called Floer polygons connecting �1

− , . . . , �
3
− to �+ to be the space of all

pairs (A, D)with A ∈ R3+1
and D : (A → " such that

1) D is a solution of (3.8);

2) limB→∞ D(B, C) = �8−(C) for 1 ≤ 8 ≤ 3 on the strip-like end corresponding to

puncture �8 , where (B, C) ∈ (−∞, 0]× [0, 1] are the conformal coordinates on the

strip-like end of �8 ;

3) limB→∞ D(B, C) = �+(C) for 1 ≤ 8 ≤ 3 on the strip-like end corresponding to

puncture �0, where (B, C) ∈ [0,∞) × [0, 1] are the conformal coordinates on the

strip-like end of �0.

We denote this space by M(�1

− , . . . , �
3
− , �+; D!0 ,...,!3 ). For generic choices of Floer and

perturbation data this space is a smooth manifold and its 0-dimensional component

M0(�1

− , . . . , �
3
− , �+; D!0 ,...,!3 )
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is compact hence a finite set. 7 Define now

(3.9) �3(�1

− , . . . , �
3
−) =

∑
�+

∑
(A,D)

)$(D)�+ ∈ CF(!0 , !3; D!0 ,!3 ),

where the first sum goes over all �+ ∈ O(�!0 ,!3 ) and the second sum goes over all

pairs (A, D) ∈ M0(�1

− , . . . , �
3
− , �+; D!0 ,...,!3 ). The term $(D) stands for the symplectic

area of D,

$(D) :=

∫
(A

D∗$.

Extending �3 multi-linearly over Λwe obtain an operation:

�3 : CF(!0 , !1; D!0 ,!1
) ⊗ · · · ⊗ CF(!3−1 , !3; D!3−1

,!3 ) −→ CF(!0 , !3; D!0 ,!3 ).

With all the operations above FD:(C) becomes an �∞-category. The proof of this
is essentially the same as the one in [Sei08], the only difference is that one needs to

keep track of the areas appearing as exponents in the variable ) of the Novikov ring.

3.1. Units

We now explain briefly how to construct homology units in FD:(C). More details

can be found in [Sei08, Chapter 8]. Denote by ( = �\�0 the unit disk punctured at one

boundary point �0 ∈ %�. Fix a strip-like end around �0 making �0 an exit puncture

and let (B, C) be the conformal coordinates associated to this strip-like end. Let ! ∈ C

and D!,!
be a regular Floer datum for the pair (!, !). Pick a regular perturbation

datum D( = ( , �), as described earlier with the only difference that  and � are are

defined only on ( (i.e. there is no dependence on any space like R3+1
). As before, we

require that �( coincides with the Floer datum D!,! along the strip-like ends in the

sense of (3.6). For I ∈ (, � ∈ )I(() define .I(�) as before.
Given � ∈ O(�!,!) consider the spaceM(�; D() of solutions D : ((, %() → (", !) of

the last two lines of equation (3.8), with (A , .A,I , �
!0 ,...,!3
A,I , 9A replaced by (, .I , �I and 8

respectively, and such that along the strip-like end at �0 wehave limB→∞ D(B, C) = �(C).
Define now an element 4! ∈ CF(!, !; D!,!) by

(3.10) 4! :=
∑

�∈O(�!,!)

∑
D

)$(D)�,

where the second sum runs over all solutions D in the 0-dimensional component

M0(�; D() of M(�; D(). By standard theory 4! is a cycle and its homology class

in HF(!, !) is independent of the choice of the Floer and perturbation data. More-

over, [4!] ∈ HF(!, !) is a unit for the product induced by �2.

7. Recall that 3 ≥ 2 hence we do not divide here by any reparametrization group.
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3.2. Families of Fukaya categories

The Fukaya category FD:(C) depends on all the choices made – strip-like ends,

Floer and perturbation data. We fix once and for all a consistent choice of strip-

like ends and denote by � the space of all consistent choices of perturbation data

(compatible with the fixed choice of strip-like ends). The space � can be endowed

with a natural topology (and a structure of a Fréchet manifold), induced from a

larger space in which one allows perturbation data in appropriate Sobolev spaces

(see [Sei08, Chapter 9]). The subspace�reg ⊂ � of regular perturbationdata is residual

hence a dense subset.

The space � contains a distinguished subspace N ⊂ � consisting of all consistent

choices of perturbation data D = ( , �) with  ≡ 0. Fix a subset �′
reg
⊂ �reg whose

closure �′
reg

contains N.

For ? ∈ �′
reg

we denote by FD:(C; ?) the associated Fukaya category with choice

of perturbation data ?. We thus obtain a family of �∞-categories {FD:(C; ?)}?∈�′
reg

,

parametrized by ? ∈ �′
reg

. It is well known that this is a coherent system of

�∞-categories (see [Sei08, Chapter 10]), in particular they are all mutually quasi-

equivalent.

In what follows we will sometimes use the following notation. Given !0 , !1 ∈ C

and ? ∈ �′
reg

we write CF(!0 , !1; ?) for CF(!0 , !1; D!0 ,!1
), where D!0 ,!1

is the Floer

datum prescribed by the choice ? ∈ �′
reg

.

3.3. Weakly filtered structure on Fukaya categories

We start by defining filtrations on the Floer complexes of pairs of Lagrangians

in C. We follow here the general recipe from §2.2.3.

Denote by � : Λ→ ℝ ∪ {∞} the standard valuation defined by

(3.11) �
(
00)

�0 +
∞∑
8=1

08)
�8
)
= �0 ,

where 00 ≠ 0 and �8 > �0 for every 8 ≥ 1. As usual we set �(0) = ∞.

Let !0 , !1 ∈ C be two Lagrangians and D!0 ,!1
= (�!0 ,!1 , �!0 ,!1) a Floer datum.

We define an “action functional”

A : CF(!0 , !1; D!0 ,!1
) −→ ℝ ∪ {−∞}

as follows. Let %()) = ∑∞
8=0

08)
�8 ∈ Λ with �0 < �8 for all 8 ≥ 1, and 00 ≠ 0.

Let � ∈ O(�!0 ,!1) be a Hamiltonian orbit. We first define:

A
(
%())�

)
:= −�(%())) +

∫
1

0

�
!0 ,!1

C

(
�(C)

)
dC = −�0 +

∫
1

0

�
!0 ,!1

C

(
�(C)

)
dC.

Now let

∑;
:=1

%:())�: ∈ CF(!0 , !1; D!0 ,!1
) be a general non-trivial element, where

the �: ’s are mutually distinct. We extend the definition ofA to such an element by

A
(
%1())�1 + · · · + %;())�;

)
:= max

{
A

(
%:())�:

)
; : = 1, . . . , ;

}
.

Finally, we putA(0) = −∞.
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We now define a filtration on CF(!0 , !1; D!0 ,!1
) by

(3.12) ��≤
(!0 , !1; D!0 ,!1
) :=

{
G ∈ CF(!0 , !1; D!0 ,!1

) ; A(G) ≤ 

}
.

Before we go on, a quick remark regarding the Hamiltonian functions �!0 ,!1
in the

Floer data is in order. We do not assume that these functions are normalized (e.g. by
requiring them to have zero mean when " is closed, or to be compactly supported

when " is open). This means that if we replace �!0 ,!1
by �!0 ,!1 + 2(C) for some

family of constants 2(C), we get the same chain complex as CF(!0 , !1; D!0 ,!1
) but with

a shifted action-filtration.

Returning to (3.12), it is easy to see that��≤
(!0 , !1; D!0 ,!1
) is aΛ0-module (though

not a Λ-module). The fact that this filtration is preserved by �1 and moreover, that it

provides FD:(C)with a structure of a weakly filtered �∞-category are the subject of

the following proposition.

Proposition 3.1. — There exists a choice �′
reg
⊂ �reg \Nwith �′

reg
⊃ N and such that

the following holds. Let ? ∈ �′
reg

and FD:(C; ?) be the corresponding Fukaya category. Then
there exist a sequence of non-negative real numbers ε(?) = (&1(?) = 0, &2(?), . . . , &3(?), . . . )
and D(?), �(?), �(?) ∈ ℝ+, depending on ?, such that:

(i) With the filtrations described above on the Floer complexes, FD:(C; ?) becomes a
weakly filtered �∞-category with discrepancy ≤ ε(?).

(ii) FD:(C; ?) is h-unital in the weakly filtered sense and there is a choice of homology
units with discrepancy ≤ D(?).

(iii) FD:(C; ?) ∈ * 4(�(?)).
(iv) Let ! ∈ C and denote by L its Yoneda module. Then L ∈ *<(�(?)).
(v) For every ?0 ∈ N⊂ � (see page 56) we have

lim

?→?0

&3(?) = 0, for all 3 ≥ 2, lim

?→?0

D(?) = lim

?→?0

�(?) = lim

?→?0

�(?) = 0.

Proof. — We will only give a sketch of the proof, as most of the ingredients are

standard in the theory (see e.g. [Sei08]).
The precise definition of the set of choices of perturbation data �′

reg
will be given

in the course of the proof.

We begin by showing that the filtration (3.12) is preserved by �1. Let !0 , !1 ∈ Cand

D!0 ,!1
= (�!0 ,!1 , �!0 ,!1) be a Floer datum. Let �− , �+ ∈ O(�!0 ,!1) be two generators of

CF(!0 , !1; D!0 ,!1
) and let D ∈ M0(�− , �+; D!0 ,!1

) be an element of the 0-dimensional

component of Floer trajectories connecting �− to �+. By (3.5), the contribution of D

to �1(�−) is )$(D)�+. We now have the following standard energy-area identity for

solutions D ∈M(�− , �+; D!0 ,!1
) of the Floer equation

(3.13) �(D) = $(D) +
∫

1

0

�
!0 ,!1

C

(
�−(C)

)
dC −

∫
1

0

�
!0 ,!1

C

(
�+(C)

)
dC.
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It immediately follows that

A()$(D)�+) = −$(D) +
∫

1

0

�
!0 ,!1

C

(
�+(C)

)
dC ≤

∫
1

0

�
!0 ,!1

C

(
�−(C)

)
dC = A(�−).

This shows that �1 preserves the filtration (3.12) on CF(!0 , !1; D!0 ,!1
).

The next step is to analyze the behavior of the higher operations �3, 3 ≥ 2, with

respect to our filtration.

Let !0 , . . . , !3 ∈ C and D!0 ,...,!3 be the corresponding perturbation data.

Let �8− ∈ O(�!8−1 ,!8 ), �+ ∈ O(�!0 ,!3 ), and (A, D) ∈M0(�1

− , . . . , �
3
− , �+; D!0 ,...,!3 ).

The contribution of D to �3(�1

− , . . . , �
3
−) is )$(D)�+.

Similarly to (3.13) we have the following energy-area identity

(3.14) �(D) = $(D) −
∫

1

0

�
!0 ,!3
C

(
�+(C)

)
dC +

3∑
9=1

∫
1

0

�
!9−1 ,!9
C

(
�
9
−(C)

)
E +

∫
(A

' 
!

0
,...,!3 (D),

for solutions D of (3.8), where ' 
!

0
,...,!3

is the curvature 2-form on (A associated to the

perturbation form  !0 ,...,!3
. In local conformal coordinates (B, C) ∈ (A it can be written

as follows. Write

 !0 ,...,!3 = �B,C dB + �B,C dC
for some functions �B,C , �B,C : " → ℝ. Then

(3.15) ' 
!

0
,...,!3

B,C =

(
− %�B,C

%C
+ %�B,C

%B
− {�B,C , �B,C}

)
dB ∧ dC ,

where {�B,C , �B,C} := −$(-�B,C , -�B,C ) is the Poisson bracket of the functions �B,C , �B,C .

We now need to bound the term

∫
(A
' 

!
0
,...,!3 (D) from (3.14) independently of (A, D).

To this end, first note that for anygiven A ∈ R3+1 , the curvature' 
!

0
,...,!3

vanishes iden-

tically along the strip-like ends of (A by assumption on the perturbation 1-form. Next,

let S3+1
be the universal family of disks with 3 + 1 boundary punctures (see [Sei08,

Chapter 9], see also [BC14, Section 3.1]). This is a fiber bundle over R3+1
whose fiber

over A ∈ R3+1
is the surface (A . The space S

3+1
admits a partial compactification S3+1

over R3+1
and can be endowed with a smooth structure. Since the perturbation

data D!0 ,...,!3 was chosen consistently, the forms  !0 ,...,!3
extend to the partial com-

pactification (3+1
over R3+1

. Now let W ⊂ (3+1
be the union of all the strip-like

ends corresponding to all the surfaces parametrized by A ∈ R3+1
. Then S3+1 \ Int W

is compact. It follows that for all (A, D) ∈M0(�1

− , . . . , �
3
− , �+; D!0 ,...,!3 )we have

(3.16)

���∫
(A

' 
!

0
,...,!3 (D)

��� ≤ &3( !0 ,...,!3 ),

where &3( !0 ,...,!3 ) depends only on the �1
-norm of  !0 ,...,!3

(defined in the S3+1
as

well as " directions). Moreover, we have &3( !0 ,...,!3 ) → 0 as  !0 ,...,!3 → 0 in the

�1
-topology (along S3+1 \ Int Wand ").
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A few words are in order for the case when " is not compact. In that case the

arguments above continue to work due to our choice of perturbation data. More pre-

cisely, recall that we had two open domains *0 , *1 ⊂ " with compact closure, with

*0 ⊂ *1, and with the following properties: all Lagrangians ! ∈ L lie in *0 and

outside of*1 we have D!0 ,...,!3 = (0, �conv) for all A ∈ R3+1
. This implies that the Floer

equations (3.2) and (3.8) become homogeneous at the points where D(I) ∈ " \ *1.

Since (", $, �conv) is convex at infinity, the maximum principle implies that all so-

lutions D lie within one compact domain of ". Thus the estimate (3.16) follows by

bounding the �1
-norm of  !0 ,...,!3

only along that compact domain.

Coming back to the estimate (3.16), it follows from (3.14) that

(3.17) A()$(D)�+) ≤ A(�1

−) + · · · +A(�3−) + &3( !0 ,...,!3 ).
In order to obtain a weakly filtered structure on FD:(C; ?) we need to bound from

above &3( !0 ,...,!3 ) uniformly in !0 , . . . , !3 ∈ C, so that the ultimate discrepancy &3(?)
depends only on the choice of ? ∈ �′

reg
. This is easily done by restricting the set �′

reg

to choices of perturbation data ? = {D!0 ,...,!3 }!0 ,...,!3∈C for which the �1
-norms of the

forms  !0 ,...,!3
are uniformly bounded (in !0 , . . . , !3). Since �reg ⊂ � is residual it

follows that the restricted set of choices �′
reg

still has N in its closure.

This concludes the proof that FD:(C; ?)?∈�′
reg

is a family of weakly filtered �∞-
categories, and that the bounds on their discrepancies ε(?) have the property that for

all ?0 ∈ Nwe have lim?→?0
&3(?) = 0 for every 3 ≥ 2.

We now turn to the statements about the unitality of the categories FD:(C; ?) and
their Yoneda modules. Let ? ∈ �′

reg
. Fix ! ∈ C and let D!,! = (�!,! , �!,!) be the Floer

datum of (!, !) prescribed by ?. Recall that a homology unit 4! ∈ CF(!, !; D!,!) can
be defined by (3.10). Let ( = � \{�0} and D( = ( , �) as in Section 3.1. Let � ∈ O(�!,!)
and D ∈ M0(�; D(). According to (3.10) the contribution of � and D to 4! is )$(D)�.
The energy-area identity for D gives

�(D) = $(D) −
∫

1

0

�!,!
C

(
�(C)

)
dC −

∫
(

' (D),

where ' (D) is the curvature associated to the 1-form  from the perturbation da-

tum D( and is defined in a similar way as in (3.15). Note that we can choose the

perturbation datum D( = ( , �) such that the �1
-norm of the 1-form  is of the same

order size as the �1
-norm of �!,!

(i.e. ‖ ‖�1 ≤ �‖�!,!‖�1 for some constant �).

By doing that we obtain |
∫
(
' (D)| ≤ �′‖�!,!‖�1 for some constant �′. It follows that

A(4!) ≤ �′‖�!,!‖�1 .

By restricting all the Hamiltonians �!,!
, for all ! ∈ C, to have a uniformly bounded

�1
-norm we obtain one constant D(?) (that depends on the choice ?) such that for

all every ! ∈ Cwe have A(4!) ≤ D(?). Moreover, D(?) → 0 as ? → ?0 ∈ N in the �1
-

topology. This proves the statement about the discrepancy of the units in FD:(C; ?).
We now turn to proving statements (iii) and (iv) of Proposition 3.1 and the corre-

sponding claims on �(?) and �(?) from statement (v).
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Let !, !′ ∈ C. Choose ( = � \{�0}, D( and define 4! as explained above. Denote by

D!,!,!′ be the perturbation datum of the triple (!, !, !′) as prescribed by ?. Consider
also a disk (′ = � \ {�′

0
, �′

1
, �′

2
} with three boundary punctures, ordered clockwise

along %�. We fix strip-like ends near these three punctures such that �′
0
, �′

1
are entries

and �′
2
is an exit. Consider a 1-parametric family ({(′′� }�∈(0,1] , 9�) of surfaces (endowed

with complex structures) obtained by performing gluing ( and (′ at the points �0, �′
0

respectively.We construct this family so that (′′� → (
∐
(′ as �→ 0 and (′′

1
= ℝ×[0, 1]

is the standard strip. Next, we choose a generic family {D�}�∈(0,1] of perturbation data

over the family {(′′� }�∈(0,1] such that

1) for � → 0, D� converges to D( on the ( component and D!,!,!′ on the (′′

component.

2) D1 = D!,!.

As the family {D�}�∈(0,1] is generic, none of the elements in the D�, � < 1 is invariant

under reparametrization by any non-trivial automorphism � ∈ Aut((�).
Let �,� ∈ O(�!,!′) and consider the space M(�,�; {D�}) of all pairs (�, D), with

� ∈ (0, 1] and D : (� → " a solution of the Floer equation (3.8) with the obvious

modifications: namely, the lower part of %(� is mapped by D to ! and the upper one

to !′, D converges to � at the entry �′
1
and to � at the exit �′

2
, ((A , 9A) is replaced by

((� , 9�), and �A,I and .A,I are replaced by the corresponding structures from D�.

Assume that � ≠ �, and consider the 0-dimensional component M0(�,�; {D�}).
This is compact 0-dimensional manifold hence a finite set. It gives rise to a map

Φ : CF(!, !′; D!,!′) −→ CF(!, !′; D!,!′),(3.18)

Φ(�) :=
∑
�

∑
(�,D)

)$(D)�, for all � ∈ O(�!,!′),

where the outer sum is over all � ∈ O(�!,!′) with � ≠ � and the second sum is over

all (�, D) ∈M0(�,�; {D�}). We extend the formula in the second line of (3.18) linearly

over Λ. We claim that the following formula holds:

(3.19) �2(4! , G) = G + �1 ◦Φ(G) +Φ ◦ �1(G), for all G ∈ CF(!, !′; D!,!′),
i.e. Φ is a chain homotopy between the map �2(4! , ·) and the identity.

To prove this, let �, �+ ∈ O(�!,!′) and consider the 1-dimensional component

M1(�, �+; {D�}) of the space M(�, �+; {D�}). This space admits a compactification

M1(�, �+; {D�}) which is a 1-dimensional manifold with boundary. The elements in

the boundary of this space fall into four types:

1) Elements corresponding to the splitting of (′′ into ( and (′ at � = 0. These can

be written as pairs (D( , D(′) with D( ∈ M0(�′; D() for some �′ ∈ O(�!,!) and
D(′ ∈M0(�′, �, �+; D!,!,!′).

2) Elements corresponding to splitting of (� at some 0 < �0 < 1 into a Floer strip D0

followed by a solution D1 : (�0
→ " of the Floer equation for the perturbation

datum D�0
. More precisely, these can be written as (�0 , D0 , D1) with 0 < �0 < 1,

D0 ∈M∗(�, �′; D!,!′) and D1 ∈M(�′, �+; D�0
) for some �′ ∈ O(�!,!′).
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3) The same as 2) only that the splitting occurs in reverse order, namely first an

element of M(�, �′; D�0
) followed by an element of M∗(�′, �+; D!,!′).

4) Elements corresponding to � = 1. These are D : ℝ×[0, 1] → " that belong to the

spaceM0(�, �+; D!,!′) or in other words elements of the 0-dimensional compo-

nent of the space M(�, �+; D!,!′) of parametrized Floer trajectories connecting �
to �+. The latter space has a 0-dimensional component if and only if � = �+
in which case that component contains only the stationary trajectory at �.
Summing up, this type of boundary point occurs if and only if � = �+ and D is

the stationary solution at �.

Summing up over all these four possibilities ( for every given area of solutions D)
yields formula (3.19). Note that the first term (i.e. the summand G) on the right-hand

side of (3.19) comes exactly from the boundary points of type 4).

To conclude the proof we only need to estimate the shift in action (or filtration)

of the chain homotopy Φ. This is done in a similar way to the argument used above

to estimate ε(?), namely by using an energy-area identity as in (3.14). Indeed we

can choose the perturbation data D( and D�, 0 < � < 1, to be of the same size

order (in the �1
-norm) as the Hamiltonian �!,!′

, hence the curvature term in the

energy-area identity can be bounded by a constant �(�!,!′) that depends on �!,!′

and such that �(�!,!′) → 0 as �!,!′ → 0 in the �1
-topology. By taking all the

Hamiltonians �!,!′
for all !, !′ ∈ C to be uniformly bounded in the �1

-topology we

obtain a uniform bound �(?) on the action shift of the chain homotopy Φ that holds

for all pairs !, !′ ∈ C and such that �(?) → 0 as ? → ?0 ∈ N. This shows that the

Yoneda module L satisfies Assumption *<(�(?)). By taking !′ = ! it also follows

immediately that �2(4! , 4!) = 4! + �1(2) for some chain 2 with A(2) ≤ �(?), hence
FD:(C; ?) ∈ * 4(�(?)) (so we can actually take �(?) = �(?)). �

3.3.1. Remark. — In some variants of Floer theory it is common to normalize the

Hamiltonian functions involved in the definition of the Floer complexes. For exam-

ple, when the ambient manifold is closed one often normalizes the Hamiltonian

functions to have zero mean, and for open manifolds one requires the Hamiltonian

functions to have compact support. This solves the ambiguity of adding constants to

the Hamiltonian functions and consequently provides a “canonical” way to define

action filtrations. This especially makes sense when one aims to construct invariants

of Hamiltonian diffeomorphisms (or flows) by means of filtered Floer homology.

See e.g. the theory of spectral numbers [Sch00], [Oh06], [Oh05a], [Oh05b], [EP03],
see also [Vit92] for an earlier approach via generating functions.

While we could have normalized the Hamiltonian functions in the Floer and

perturbation data, we have opted not to do so. At first glance, this might seem to

have odd implications. For example, suppose that ?1 , ?2 ∈ �′reg
are two choices of

perturbation data such that ?2 is obtained by adding a (different) constant to each of

the Hamiltonian functions (or forms) in the perturbation data from ?1. Clearly, the

Fukaya categories FD:(C; ?1) and FD:(C; ?2) are precisely the same, but they have

completely different (and generally unrelated) weakly filtered structures.
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Our justification for not imposing any normalization on theHamiltonian functions

is that their role is purely auxiliary, and moreover, ideally we would like to make

them arbitrarily small. More specifically, the focus of our study is the collections of

Lagrangians C and its Fukaya category, whereas the Hamiltonian functions in the

Floer data serve only as perturbations whose sole purpose is technical, namely to

set up the Floer theory so that it fits into a (infinite dimensional) Morse theoretic

framework. In reality, we view the Hamiltonian perturbations as quantities that can

be taken arbitrarily small and consider families of Fukaya categories parametrized

by choices of perturbations that tend to 0. (See e.g. Proposition 3.1.)

In fact, our theory would become simpler and cleaner if we could set up the

Fukaya category without appealing to any perturbations at all. If this were possible

(which means that all the Floer trajectories and polygons are unperturbed pseudo-

holomorphic curves) our Fukaya categories would be genuinely filtered rather than

only “weakly filtered”. (See [FOOO09a], [FOOO09b] for a “perturbation-less” con-

struction of an �∞-algebra associated to a single Lagrangian.)

Another point related to the matter of normalization is that when extending our

theory to Lagrangian cobordisms (see Section 3.4) we are forced to work with non-

compactly supported Hamiltonian perturbations. While one could have attempted

a different sort of normalization in that case (suited for the class of non-compactly

supported perturbations used for cobordisms), we will not do that for the very same

reasons as those for not doing it for FD:(C; ?).

3.4. Extending the theory to Lagrangian cobordisms

Most of the theory developed in the previous subsections of Chapter 3 extends to

Lagrangian cobordisms. We will briefly go over the main points here and refer the

reader to [BC14], [BC13] for more details.

Let (", $) be a symplectic manifold as at the beginning of Chapter 3. We fix a

collection C of Lagrangians in " as in Chapter 3. Consider "̃ := ℝ2 ×" endowed

with the split symplectic structure $̃ := $ℝ2⊕$, where$ℝ2 is the standard symplectic

structure of ℝ2
.

Fix a strip � = [0, 1] × ℝ ⊂ ℝ2
in the plane. Consider the collection C̃ of all

Lagrangian cobordisms + : (!′
1
, . . . , !′B) (!1 , . . . , !A) in "̃ that have the following

additional properties. We assume that+ is cylindrical (with horizontal ends) outside

of � ×" and that all of its ends !′
8
, !9 are Lagrangian submanifolds from the collec-

tion C. Moreover, we assume that the ends of+ are all located along horizontal ends

whose H-coordinates are in ℤ. Finally, we further assume that + is weakly exact as a

Lagrangian submanifold of "̃.

The Lagrangians (!′
1
, . . . , !′B) are referred to as the positive ends and (!1 , . . . , !A)

are the negative ends. Note that the values of A and B are allowed to vary arbitrarily.

We also allow B or A to be 0 in which case+ is a null cobordism, i.e. a cobordism with

only negative ends (if B = 0) or only positive ends (if A = 0). The case A = B = 0 means

that + is a closed Lagrangian submanifold of "̃.
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One can associate a Fukaya category FD:cob( C̃) to the collection C̃. This is an �∞-
category (or rather a family of such categories, depending on auxiliary choices)whose

objects are the elements of C̃. The precise construction is detailed in [BC14]. Themain

ingredients in the construction are completely analogous to the caseFD:(C), themain

differences being the following. The Floer datum D+,+′ = (�̃+,+′ , �̃ +,+
′) of a pair of

cobordisms +,+′ has a special form at infinity. Namely, there is a compact subset

�+,+′ ⊂ � ×" such that outside of �+,+′ we have

�̃+,+′(C , I, ?) = ℎ(I) + �+,+′(C , ?),

where I ∈ ℝ2
, ? ∈ ", �+,+′

: [0, 1] × " → ℝ is a Hamiltonian function on " and

ℎ : ℝ2 → ℝ is the so called profile functionwhose purpose is to generate aHamiltonian

perturbation at infinity which disjoins +′ from + at infinity while keeping both of

them cylindrical and horizontal at infinity.

Note that the profile function ℎ is not (and in fact cannot be) compactly supported.

We use the same function ℎ for the perturbation data of all pairs of Lagrangians

+,+′ ∈ C̃. We remark also that ℎ can be taken to be arbitrarily small in the �1
-

topology. Precise details on the construction of ℎ can be found in [BC14, Section 3].

The almost complex structures �̃ +,+
′
appearing in the Floer data have also a special

formwhose purpose is to retain compactness of the space of Floer trajectories.Wewill

not repeat its definitionhere, since its particular formdoes not have any significance to

the weakly filtered structure onFD:cob( C̃) that we want to achieve. The only relevant

thing is that with this choice of Floer data, there is a compact subset �′
+,+′ ⊂ � ×"

such that all orbits O(�̃+,+′) lie inside �+,+′ and moreover all Floer trajectories for

the pair (+,+′) lie inside �+,+′ .
The perturbation data used for the definition of FD:cob( C̃) are analogous to those

used for FD:(C) with the following differences. For a given tuple V = (+0 , . . . , +3)
with +9 ∈ C̃ the perturbation data DV = ( ̃ V, �̃ V) is chosen so that

(3.20)  ̃ V
(A
= ℎ · 30A +  ̃ V

0
,

where 0A : (A → [0, 1] are the so called transition functions which depend smoothly

on A ∈ R3+1
. See [BC14, Section 3.1] for their precise definition. The 1-form

 ̃ V
0
∈ Ω1

(
(A , �

∞("̃)
)

is chosen so that it has the following two additional properties.

The first one is that  ̃ V
0

satisfies condition (3.7).

The second one is that there is a compact subset � V ⊂ � ×" that contains all the

subsets �′
+8 ,+9

(mentioned earlier) such that the Hamiltonian vector fields -  ̃ V
0 (�),

generated by the function  ̃ V
0
(�) : "̃ → ℝ are vertical for all A ∈ R3+1

and � ∈ )((A)
outside of � V. By “vertical” we mean that

��(-  ̃ V
0
(�)) = 0,

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2021



64 CHAPTER 3. FLOER THEORY AND FUKAYA CATEGORIES

where � : "̃ → ℝ2
is the projection. Note that due to the ℎ · 30A term in the

perturbation form  ̃ V
this form does not satisfy condition (3.7). However, this will

not play any role for the purposes of establishing a weakly filtered �∞-category.

The almost complex structures �̃ V
from DV are also chosen to have restricted

form, similarly to the ones appearing in the Floer data. We refer the reader to [BC14,
Section 3.2] for the details. With these choices made it can be proved that there exists

a compact subset � V ⊂ "̃ such that for all (A, D) ∈ M(�̃1 , . . . , �̃3; DV) we have

image (D) ⊂ �′
V
. See [BC14, Section 3.3] and in particular Lemma 3.3.2 there.

Of course, apart from the above the perturbation data DV are assumed to be

consistent and also compatiblewith the Floer data along the strip-like ends of the (A ’s.

With these choices made we can define the �∞-category FD:cob( C̃) by the same

recipe as in the previous sections of Chapter 3, in particular by formula (3.9). This

�∞-category is ℎ-unital, and a choice of homology units 4+ ∈ CF(+,+ ; D+,+ ) can be

constructed by the same recipe as in Section 3.1 (see also [BC14, Remark 3.5.1] for an

alternative approach).

Similarly toFD:(C) our categoryFD:cob( C̃) depends on the various choicesmade,

namely a choice of strip-like ends and perturbation data. Note that part of the choices

made for the perturbation data is the choice of a profile function and the choice of

transition functions.

We now fix the same choice of strip-like ends as for FD:(C) and denote the space

of choices of perturbation data by �̃. We denote the subspace of regular choices

of perturbation data by �̃reg. For ?̃ ∈ �̃reg we denote by FD:cob( C̃; ?̃ ) the category

corresponding to ?̃.

Next we endow FD:cob( C̃; ?̃ ) with a weakly filtered structure. This is done in

precisely the sameway as forFD:(C; ?). More preciselywe define the action filtration

on the Floer complexes CF(+0 , +1; D+0 ,+1
) by the same recipe as in Section 3.3.

With these filtrations fixed, we now have the following:

Proposition 3.2. — The statement of Proposition 3.1 holds for the �∞-categories

FD:cob( C̃; ?̃ ), ?̃ ∈ �̃′
reg
,

where �̃′
reg
⊂ �̃reg is defined in an analogous way as �′

reg
⊂ �reg (see page 56).

The proof of this Proposition is essentially the same as that of Proposition 3.2 with

straightforward modifications related to the special form of the perturbation data ?̃.
For technical reasons we will need in the following also enlargements of the

categories FD:cob( C̃; ?̃ )which will be denoted FD:cob( C̃1/2; ?̃ ). These are defined in

the samewas asFD:cob( C̃; ?̃ ) only that the collection of objects C̃is extended to allow

Lagrangian cobordisms+with ends from Cbut these ends are nowallowed to lie over

horizontal rays with H-coordinate in
1

2
ℤ (rather than only ℤ). This larger collection

of objects is denoted by C̃
1/2. The perturbation data, the �∞-operations as well as

the weakly filtered structures are defined in an analogous way as for FD:cob( C̃; ?̃ ).
We denote the space of choices of perturbation data for these categories by �̃

1/2
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and the space of regular such choices by �̃
reg,1/2. Similarly to �′

reg
and �̃′

reg
we also

have the space �̃′
reg,1/2 ⊂ �̃reg,1/2. An obvious analogue of Proposition 3.2 continues

to hold for the family of categories FD:cob( C̃1/2; ?̃ ), ?̃ ∈ �̃′
reg,1/2.

The relation between FD:cob( C̃) and FD:cob( C̃1/2) is simple. Any regular choice

of perturbation data for FD:cob( C̃1/2) can be used, by restriction to smaller class of

objects, for FD:cob( C̃). Thus, with the right choices of perturbation data we obtain a

full and faithful embedding FD:cob( C̃) → FD:cob( C̃1/2). We shall give now a more

precise description of this.

There is an obvious restriction map A : �̃
1/2 → �̃ with

A(�̃
reg,1/2) ⊂ �̃reg and A(�̃′

reg,1/2) ⊂ �̃
′
reg

and such that the closure of A(�̃′
reg,1/2) contains Ñ (the space of perturbations with

perturbation form 0, similarly to N on page 56). We will replace from now on �̃′
reg

with A(�̃′
reg,1/2) and continue to denote the latter by �̃′

reg
.

There is also a (non-unique) right inverse to A which is an extension map

9 : A(�̃
1/2) −→ �̃

1/2

with 9(#̃) ⊂ #̃
1/2 and such that 9(�̃′

reg
) ⊂ �̃′

reg,1/2. The map 9 induces an obvious

family of extension functors

(3.21) 	 : FD:cob(C; ?̃ ) −→ FD:cob

(
C̃

1/2; 9( ?̃ )
)
, ?̃ ∈ �̃′

reg
.

These are �∞-functors which are full and faithful (on the chain level). Note also that

these functors 	 are filtered, i.e. they have discrepancy ≤ 0.
From now on we replace �̃′

reg,1/2 with 9(�̃′
reg
) and continue to denote the latter

by �̃′
reg,1/2. With these conventions made, the maps

A �̃′
reg,1/2

: �̃′
reg,1/2 → �̃′

reg
and 9 �̃′

reg

: �̃′
reg
→ �̃′

reg

become bĳections, inverse one to the other. Therefore, whenever no confusion arises

we omit 9 and A from the notation and denote 9( ?̃ ) by ?̃ keeping in mind that ?̃ is

a regular choice of perturbation data for FD:cob( C̃) which admits an extension, still

denoted by ?̃, to a regular choice of perturbation data for FD:cob( C̃1/2).
An important property of the extension map 9 is the following. For every ?̃0 ∈ Ñ

we have

(3.22) lim

?̃→?̃0

ε
FD:

cob
( C̃

1/2;9( ?̃ ))
3

= 0, for all 3.

This follows easily from Proposition 3.2 together with the fact that 9 is continuous,

that 9(Ñ) ⊂ Ñ
1/2 and that the closure of 9(�̃′

reg
) contains Ñ

1/2.
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3.5. The monotone case

The theory developed earlier in the paper continues to work in the more gen-

eral setting of monotone Lagrangian submanifolds. We will assume henceforth all

symplectic manifolds as well as Lagrangian submanifolds to be connected.

Let (", $) be a symplectic manifold and ! ⊂ " a Lagrangian submanifold. Recall

that ! is called monotone if the following two conditions are satisfied:

1) There exists a constant � > 0 such that

$(�) = � · �(�), for all � ∈ ��
2
(", !).

Here ��
2
(", !) ⊂ �2(", !) is the image of the Hurewicz homomorphism

�2(", !) → �2(", !) and � is the Maslov index of !.

2) The minimal Maslov number #! of !, defined by

#! := min

{
�(�) ; � ∈ ��

2
(", !), �(�) > 0

}
satisfies #! ≥ 2. (We use the convention that min∅ = ∞.)

A basic invariant of monotone Lagrangians ! is the Maslov-2 disk count, d! ∈ Λ0.

This element is defined as

d! := 3)0 ,

where 3 ∈ ℤ2 is the number of �-holomorphic disks ( for generic �) of Maslov index 2

whose boundaries go through a given point in !, and 0 = 2� > 0 is the area of

each of these disks. Note that if there are no �-holomorphic disks of Maslov 2 at all

then d! = 0 by definition.

It is well known that d! is independent of the choices made in the definition (the

almost complex structure � and the point on ! through which we count the disks -

recall that ! is assumed to be connected). We refer the reader to [BC12, Section 2.5.1]

for the precise definition of the coefficient 3 in d! and its properties. 8 In different

forms this invariant has appeared in [Oh93], [Oh95], [Che97], [FOOO09a], [Aur07].
Under additional assumptions on !, one can define a version of this invariant also

over other base rings (such as ℤ and ℂ) sometimes taking additional structures (like

local systems) into account (see e.g. [Aur07], [BC12]), but we will not need that in the

sequel.

Fix an element d ∈ Λ0 of the form d = 3)0 , 3 ∈ ℤ2, 0 > 0. Denote byL06mon,d(")
the class of closed monotone Lagrangians ! ⊂ " with d! = d. Let C ⊂ L06mon,d(")
be a collection of Lagrangians. Then one can define the Fukaya categories FD:(C; ?)
in the same way as described earlier and the theory developed above in Chapter 3

carries over without any modifications. (The main difference in the monotone case

is that HF(!, !)might not be isomorphic to �∗(!), and in fact may even vanish. This

however will not affect any of our considerations. Apart from that, the monotone

case poses some grading issues for Floer complexes, but in this paper we work in an

ungraded framework.)

8. Note that the definition in that paper is done over ℤ so the 3 above is obtained by reducing mod 2.
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Before we go on, we mention another basic measurement for monotone Lagran-

gians that will be relevant in the sequel. Given a monotone Lagrangian ! ⊂ " define

its minimal disk area �! by

(3.23) �! = min

{
$(�) ; � ∈ ��

2
(", !), $(�) > 0

}
.

Turning to cobordisms, the theory continues to work if we restrict to monotone

Lagrangian cobordisms + ⊂ ℝ2 × ". Note that if + : (!′
1
, . . . , !′B) (!1 , . . . , !A)

is monotone then its ends !′
8
and !′

9
are automatically monotone too. Moreover, as

observed by Chekanov [Che97], if + is a monotone Lagrangian cobordism then one

can define the Maslov-2 disk count d+ in the same way as above (i.e. for closed

Lagrangian submanifolds) and d+ continues to be invariant of the choices made in

its definition. Furthermore, if + is connected then

d+ = d!′
8
= d!9 , for all 8 , 9.

Given d = 3)0 ∈ Λ0 and a collection C ⊂ L06mon,d("), denote by C̃ the collection

of connected monotone Lagrangian cobordisms + all of whose ends are in C. Note

that by the preceding discussion each+ ∈ C̃must have d+ = d. Therefore we omit d
from the notation of Cand C̃. This also keeps the notation consistent with theweakly

exact case.

From now, unless explicitly indicated, we treat uniformly both the weakly exact

case as well as the monotone one. In particular the class of admissible Lagrangians

will be denoted byL06∗("), where ∗ = we in the weakly exact case, and ∗ = (mon, d)
in the monotone case. We will use similar notation L06∗(ℝ2 ×") for the admissible

classes of cobordisms.

3.6. Inclusion functors

Let � ⊂ ℝ2
be an embedded curve with horizontal ends, i.e. � is the image of a

proper embedding ℝ ↩→ ℝ2
whose image outside of a compact set coincides with

two horizontal rays having H-coordinates in 1

2
ℤ.

In [BC14, Section 4.2] we associated to � a family of mutually quasi-isomorphic

�∞-functors

I� : FD:(C) −→ FD:cob( C̃1/2)
which we called inclusion functors. They all have the same action on objects which is

given by I�(!) = � × ! for every ! ∈ C.

Here is a more precise description of this family of functors. Denote by Hprof

the space of profile functions (see Section 3.4, see also [BC14, Section 3] for the

precise definition). The construction of the inclusion functors from [BC14] involves
the following ingredients. First, we restrict to a special subset H′

prof
(�) ⊂ Hprof which

contains arbitrarily �1
-small profile functions.

Apart from being profile functions, these functions ℎ : ℝ2 → ℝ have the following

additional properties:
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Figure 1. The curves � and ()ℎ
1
)−1(�).

1) ℎ � is a Morse function with an odd number of critical points $1 , . . . , $; ∈ �,
where 5 ≤ ; = odd. Moreover, in a small Darboux-Weinstein neighborhood of

�, ℎ is constant along each cotangent fiber. Thus )ℎC (�) ∩ � = {$1 , . . . , $;} for
every C.

2) The image, ()ℎ
1
)−1(�), of � under the inverse of the time-1 map of the Hamilto-

nian diffeomorphism generated by ℎ is as depicted in Figure 1.

We refer the reader to [BC14, Section 4] for more details. In that paper such functions

were called extended profile functions. The word “extended” indicates that these func-

tions are adapted to cobordisms with ends along rays having H-coordinates in
1

2
ℤ

rather than just ℤ.

Next, there is a map

(3.24) �� : �′
reg
×H′

prof
(�) −→ �̃′

reg,1/2 ,

and an �∞-functor

(3.25) I�;?,ℎ : FD:(C; ?) → FD:cob( C̃1/2; ��(?, ℎ)),
defined for every (?, ℎ) ∈ �′

reg
×H′

prof
(�) such that for all (?, ℎ) the following holds:

1) For !0 , !1 ∈ C, let

⊲ D!0 ,!1
= (�!0 ,!1 , �!0 ,!1) be the Floer datum of (!0 , !1) prescribed by ? and

⊲ D�×!0 ,�×!1
= (��×!0 ,�×!1 , ��×!0 ,�×!1) the one prescribed by ��(?, ℎ).

Let 1 ≤ 9 = odd ≤ ;. Then for a small neighborhood U9 of $ 9 we have

��×!0 ,�×!1(I, <) = ℎ(I) + �!0 ,!1(<)
for all (I, <) ∈ U9 × ". Moreover, we have $ 9 × G ∈ O(��×!0 ,�×!1) for every orbit

G ∈ O(�!0 ,!1) and 1 ≤ 9 = odd ≤ ;. In the following we will denote

G(9) := $ 9 × G.
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Furthermore, we may assume that these are all the orbits in O(��×!0 ,�×!1), i.e.
O(��×!0 ,�×!1) = ⋃

9

(
$ 9 × O(��×!0 ,�×!1)

)
,

where the union runs over all 1 ≤ 9 = odd ≤ ;.
2) I�;?,ℎ(!) = � × ! for every ! ∈ C.

3) The first order term (I�;?,ℎ)1 is the chain map

(3.26) (I�;?,ℎ)1 : CF(!0 , !1; D!0 ,!1
) −→ CF(� × !0 , � × !1; D�×!0 ,�×!1

),
defined by the formula (I�;?,ℎ)1(G) = G(1) + G(3) + · · · + G(;), for all G ∈ O(�!0 ,!1

).
4) The higher terms of I�;?,ℎ vanish: (I�;?,ℎ)3 = 0 for every 3 ≥ 2.

5) The homological functor associated to I�;?,ℎ is full and faithful.

6) For every ?0 ∈ Nwe have lim ��(?, ℎ) ∈ Ñ1/2 as ℎ → 0, ? → ?0. (The limits here

are in the �1
-topology.)

7) Let ?0 ∈ N. The weakly filtered �∞-categories FD:cob( C̃1/2; �(?, ℎ)) have dis-

crepancy ≤ εFD:cob
( C̃

1/2;�(?,ℎ))
, where for every 3, lim &

FD:
cob
( C̃

1/2;�(?,ℎ))
3

= 0 as ? → ?0

and ℎ → 0. (The limits here are in the �1
-topology.)

8) In case the ends of � are along rays with H-coordinates in ℤ the map �� and

functors I�;?,ℎ can be assumed to have values in �̃′
reg

and FD:cob( C̃; ?̃ ) respectively.
More precisely, the map �� factors as a composition

�′
reg
×H′

prof
(�)

�′�−−→ �̃′
reg

9
−→ �̃′

reg,1/2
and the functors I�;?,ℎ factor as the composition of the following two �∞-functors:

(3.27) FD:(C; ?)
I′�;?,ℎ

−−−−−→ FD:cob( C̃; �′�(?, ℎ))
	−−→ FD:cob( C̃1/2; ��(?, ℎ)).

The map �′� and the �∞-functor I′�;?,ℎ
have the same properties as described above

for �� and I�;?,ℎ respectively, with obvious modifications). The map 9 and functor 	

are the ones introduced in (3.21).

We refer the reader to [BC14, Section 4.2] for a more detailed construction of these

functors.

3.6.1. Additional properties relative to a given cobordism. — Suppose we fix in advance

a Lagrangian cobordism , ∈ C̃with the following properties. Let  1 , . . . ,  A ∈ C

be the negative ends of , . Let � : ℝ2 × " → ℝ2
be the projection. Assume that �

intersects �(,) only along the projection of the horizontal cylindrical negative part

of, (corresponding to its negative ends) with one intersection point corresponding

to each end. Assume further that the intersection of � and �(,) is transverse and

denote the intersection points by &1 , . . . , &A ∈ ℝ2
, where & 9 corresponds to the 9′th

negative end of, . Then we can restrict to profile functions ℎ that have $29+1 = & 9

for every 1 ≤ 9 ≤ : and redefine the spaces Hprof and H′
prof

by adding this restriction

to their definitions. For simplicity, we will continue to denote these spaces by H′
prof

and Hprof.
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Now, in addition to the previous list of properties, the map �� can be assumed to

have also the following property: let ! ∈ Cbe a Lagrangian, and denote by

⊲ D!, 9 = (�!, 9 , �!, 9 ) the Floer datum of (!,  9) prescribed by ?,

⊲ D�×!,+ = (��×!,+ , ��×!,+ ) the Floer datum of (� × !,+) prescribed by ��(?, ℎ).
Then we may assume that for small neighborhoods U9 of & 9 we have

��×!,+ (I, <) = ℎ(I) + �!, 9 (<)
for every (I, <) ∈ U9 ×". Moreover, we may assume that

O(��×!,+ ) = ⋃:
9=1

(
& 9 × O(�!, 9 )

)
.

3.6.2. �e weakly filtered structure of the inclusion functors. — Thenext proposition shows

that the inclusion functors are weakly filtered and gives more information on their

discrepancies.

Proposition 3.3. — The family of �∞-functors I�;?,ℎ , (?, ℎ) ∈ �′reg
×H′prof(�), has the

following properties:
(i) I�;?,ℎ is weakly filtered (see Section 2.3 for the definition).

(ii) I�;?,ℎ has discrepancy ≤ εI�;?,ℎ , where &I�;?,ℎ

3
= 0 for every 3 ≥ 2 and

&
I�;?,ℎ

1
≤ max

{
ℎ($:) ; 1 ≤ : = odd ≤ ;

}
.

Note that &I�;?,ℎ

1
→ 0 as ℎ → 0 in the �0-topology.

(iii) I�;?,ℎ is homologically unital.

(iv) For every ! ∈ C denote by 4′�×! = (I�;?,ℎ)1(4!) ∈ CF(� × !, � × !; D�×!,�×!) the
image of the homology unit 4! ∈ CF(!, !; D!,!) under the functor I�;?,ℎ . The collection of
elements {4′�×!}!∈C can be extended to a collection of homology units

Ẽ= {4′+ }+∈ C̃
for FD:cob( C̃1/2 , ��(?, ℎ))with discrepancy ≤ D̃′(?, ℎ), where D̃′(?, ℎ) → 0 as ? → ?0 ∈ N
and ℎ → 0 in the �1-topologies.

(v) With respect to the collection of homology units Ẽ above, FD:cob( C̃1/2; ��(?, ℎ))
belongs to* 4( �̃(?, ℎ)), where �̃(?, ℎ) → 0 as ? → ?0 ∈ Nand ℎ → 0 in the �1-topologies.

(vi) Let V be the Yoneda module of + ∈ C̃
1/2. Then, with respect to the collection of

homology units Ẽ above we have
V ∈ *<

(
�̃(?, ℎ)

)
,

where �̃(?, ℎ) → 0 as ? → ?0 ∈ Nand ℎ → 0 in the �1-topologies.
In case the ends of � have H-coordinates in ℤ an obvious analogue holds for the family of

functors I′�;?,ℎ
from (3.27).

The proof of this proposition is straightforward, given the precise definition of the

functors I�;?,ℎ which is described in detail in [BC14, Section 4.2].
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Figure 2. The curves �, ()ℎ
1
)−1(�) and the cobordism + .

3.7. Weakly filtered iterated cones coming from cobordisms

Let + ∈ C̃ be a Lagrangian cobordism and denote by !0 , . . . , !A ∈ C its negative

ends. (In contrast to Section 3.4 as well as [BC14], in this sectionwe index the negative

ends from 0 to A rather than from 1 to A.)
Let � ⊂ ℝ2

be the curve depicted in Figure 2. Let ? ∈ �′
reg

and ℎ ∈ H′
prof
(�) be such

that ; := #()ℎ
1
)−1(�) ∩ � = 2A + 5.

Denote by Vthe Yonedamodule of+ , which we view here as an �∞-module over

the category FD:cob( C̃1/2; ��(?, ℎ)). Consider now the pullback module

(3.28) M+ ;�,?,ℎ := I∗�;?,ℎ V,

which is a FD:(C; ?)-module. Since I�;?,ℎ is a weakly filtered functor the module

M+ ;�,?,ℎ is weakly filtered.

Proposition 3.4. — The weakly filtered module M+ ;�,?,ℎ has the following properties.
(i) For every # ∈ C and 
 ∈ ℝ we have

M≤

+ ;�,?,ℎ(#) = CF

≤
−ℎ($3)(#, !0; ?) ⊕ CF
≤
−ℎ($5)(#, !1; ?) ⊕ · · ·

· · · ⊕ CF
≤
−ℎ($2A+3)(#, !A ; ?),

where the last equality is of Λ0-modules (but not necessarily of chain complexes).
Here CF(#, !8 ; ?) stands for CF(#, !8 ; D#,!8 ), where D#,!8 is the Floer datum prescribed
by ? ∈ �′

reg
.

(ii) M+ ;�,?,ℎ has discrepancy ≤ εM+ ;�,?,ℎ , where

(3.29) &
M+ ;�,?,ℎ

3
≤ (3 − 1)max

{
ℎ($:) ; 1 ≤ : = odd ≤ 2A + 5

}
+ &FD:cob

( C̃
1/2;��(?,ℎ))

3
.
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Proof. — The second statement follows immediately from Proposition 3.3 and

Lemma 2.2 together with the fact that the higher terms of I�;?,ℎ vanish. The first

statement can be verified by a straightforward calculation. �

3.7.1. Remark. — An inspection of the arguments from [BC14, Section 4.4] shows

that the estimate for the discrepancy &M+ ;�,?,ℎ
3 in (3.29) can be slightly improved by

replacing the “max” term from (3.29) with max{ℎ($:) ; 3 ≤ : = odd ≤ 2A + 3}. We

will not go into details on that since this improvement will not play any role in our

applications.

Recall from [BC14, Section 4.4] that the module M+ ;�,?,ℎ is naturally isomorphic

to an iterated cone with attaching objects corresponding to the ends !0 , . . . , !A of + .

More precisely, denote by L9 the Yoneda module corresponding to ! 9 . Then

M+ ;�,?,ℎ � C>=4
(
LA

)A−−→ C>=4
(
LA−1

)A−1−−−−→ C>=4
(
· · ·

· · · C>=4
(
L2

)2−−→ C>=4
(
L1

)1−−→ L0

) )
···

) )
,

where ) 9 is a module homomorphism betweenL9 and the intermediate iterated cone

involving the attachment of only the first 9 + 1 objects L0 , . . . ,L9 .

As we will see shortly, the module homomorphisms ) 9 are weakly filtered (and

obviously the L8 ’s too) and consequently the iterated cone M+ ;�,?,ℎ can be endowed

with a weakly filtered structure by the algebraic recipe of Sections 2.4 and 2.6. At the

same time, we have just seen that M+ ;�,?,ℎ has another weakly filtered structure as it

is the pull back module by an inclusion functor, as described in Proposition 3.4. Our

goal now is to compare these two weakly filtered structures and show that they are

essentially the same.

Consider the following collection of curves �1 , . . . , �A ⊂ ℝ2
with horizontal ends,

as depicted in Figure 3 next page. We assume that �A = �, the curve involved in the

definition of M+ ;�,?,ℎ .

We also choose profile functions ℎ1 , . . . , ℎA : ℝ2 → ℝ with ℎ 9 ∈ H′
prof
(�9) and such

that the following holds (see Figure 3):

1) ℎA = ℎ.

2) ()ℎ
1
)−1(�) ∩ � = {$1 , . . . , $2A+5}

3) ()ℎ 9
1
)−1(�9) ∩ �9 = {$ 9

1
, . . . , $

9

29+5
}, where $

9

:
= $: for all 1 ≤ : ≤ 29 + 3. Thus

only the last two intersection points $
9

29+4
, $

9

29+5
do not belong to the �; ’s for

; > 9.

4) ℎ 9 coincides with ℎ over the half-plane {H ≤ H29+3 + 1

100
}, where H29+3 is the

H-coordinate of $29+3.

We denote the space of all tuples of profile functions (ℎ1 , . . . , ℎA) satisfying these

conditions by H′
prof
(�1 , . . . , �A) and denote elements of this space by  = (ℎ1 , . . . , ℎA).

With this notation, it is possible as in (3.24) to choose maps

��9 : �′
reg
×H′

prof
(�9) −→ �̃′

reg,1/2 , 9 = 1, . . . , A ,
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Figure 3. A closer look at the curves �, �9−1
, and �9 near the (9 − 1)-th and

9-th ends of + .

satisfying the following. For every (?,  ) ∈ �′
reg
×H′

prof
(�1 , . . . , �A) the choice of data

��9 (?, ℎ 9) ∈ �̃′reg,1/2 has the properties listed for ��(?, ℎ) on page 69 butwith � replaced

by �9 and ℎ by ℎ 9 . (Consequently, for every ?̃0 ∈ Nwe have lim ��9 (?, ℎ 9) ∈ Ñ
1/2 as

? → ?0 and  = (ℎ1 , . . . , ℎA) → (0, . . . , 0).) Moreover, we require that for every 9
and ? ∈ �′

reg
,  = (ℎ1 , . . . , ℎA) ∈ H′

prof
(�1 , . . . , �A) the data prescribed by ��9 (?, ℎ 9) is

compatible with that prescribed by ��9−1
(?, ℎ 9−1) (in the obvious sense, similar to ℎ 9

being compatible with ℎ 9−1). By Section 3.6, the curves �9 and the maps ��9 induce a
family of inclusion functors

I�9 ;?,ℎ 9 : FD:(C; ?) −→ FD:
(
C̃

1/2; ��9 (?, ℎ 9)
)
,

parametrized by ? ∈ �′
reg

,  = (ℎ1 , . . . , ℎA) ∈ H′
prof
(�1 , . . . , �A). We will use below the

notation

I�9 ;?, := I�9 ;?,ℎ 9 ,

where ℎ 9 is the 9-th entry in the tuple  since it reflects better the parameters (?,  )
parametrizing this family of functors. We will also write ��9 (?,  ) for ��9 (?, ℎ 9) some-

times.

Consider now the pullback FD:(C; ?)-modules

(3.30) M+ ;�9 ,?, = I∗�9 ;?, V, 9 = 1, . . . , A.

Weendoweach of thesemoduleswith itsweakly filtered structure as defined at the

beginning of Section 3.7 and further described by Proposition 3.4 (where ; = 29 + 5,

and � should be replaced by �9 and ℎ by ℎ 9). Next, for every 0 ≤ 9 ≤ A denote

byL9 the Yonedamodule associated to ! 9 , endowedwith its weakly filtered structure

induced fromFD:(C; ?). Finally, recall that for aweakly filteredmoduleMand � ∈ ℝ,

(�M stands for the weakly filtered module obtained from M by an action-shift of �
(see §2.3.4).
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Proposition 3.5. — For every (?,  ) ∈ �′
reg
×H′

prof
(�1 , . . . , �A) there exist weakly filtered

module homomorphisms

)1 : L1 −→ L0 and ) 9 : L9 −→ (ℎ($3)M+ ;�9−1 ,?, (9 = 2, . . . , A)

such that the following holds for every 1 ≤ 9 ≤ A:
(i) ) 9 shifts action by ≤ 0.
(ii) The discrepancy of ) 9 is ≤ δ) 9 , where

(3.31) �
) 9
3

:= (3 − 1) max

1≤:≤29+3

: odd

ℎ($:) + &
FD:

cob
( C̃

1/2;��9 (?, ))
3

+ ℎ($29+3) − ℎ($3).

(iii) For every 1 ≤ 9 ≤ A, (ℎ($3)M+ ;�9 ,?, = C>=4() 9 ; 0, δ) 9 ) as weakly filtered module.
(See Section 2.4 for our conventions for weakly filtered cones.) In other words, the weakly
filtered module (ℎ($3)M+ ;�9 ,?, coincides with the weakly filtered mapping cone over ) 9 .

Recalling that M+ ;�,?,ℎ =M+ ;�A ,?, , the above proposition implies that

(ℎ($3)M+ ;�,?,ℎ = C>=4(LA

)A−−→ C>=4(LA−1

)A−1−−−−→ C>=4(· · ·(3.32)

· · · C>=4(L2

)
2−−→ C>=4(L1

)
1−−→ L0))···))),

where ) 9 := () 9 ; 0, δ) 9 ) and the cones in (3.32) are endowed with the filtrations as

defined in Section 2.4. In other words, up to a small action-shift, M+ ;�,?,ℎ can be

viewed as a weakly filtered iterated cone by the very same recipe described at the

beginning of Section 2.6 (with � 9 = 0 and K9 = (
ℎ($3)M+ ;�9 ,?, ). Consequently, in our

geometric applications we can use Theorem 2.14 for KA = (
ℎ($3))M+ ;�,?,ℎ .

Proof of Proposition 3.5. — The proof is based on two main ingredients. The first one

is the theory developed in [BC14, Sections 4.2, 4.4] from which it follows that, ig-

noring action-filtrations, we have M+ ;�9 ,?, = C>=4(L9 → M+ ;�9−1 ,?, ). The second

one comprises direct action-filtration calculations for the modules M+ ;�9 ,?, and the

homomorphisms ) 9 .

Before we go on, we should remark a notational difference between [BC14] and
the present paper. In [BC14] the negative ends of the cobordism+ are indexed from 1

to A, whereas in the present text the indexing runs between 0 and A. This results in
several other indexing differences between the two texts. For example, the curves �9
in the present text are the same as �9+1 in [BC14]. In the present text, the number of

intersection points between )
ℎ 9

1
(�9) and �9 is 29 + 5, whereas in [BC14] this number

is 29 + 3, etc.
We start by adding to the collection of curves �1 , . . . , �A another curve �0, defined

in the same way as the �9 ’s only that it is adapted to the !0-end of+ in the sense that

the negative end of �0 goes above the !0-end and below the !1 end. We also choose

ℎ0 ∈ H′
prof
(�0) satisfying the same conditions as the ℎ 9 ’s (see page 72) only for 9 = 0.
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We write

()∗
1
ℎ0)−1(�0) ∩ �0 =

{
$1 , $2 , $3 , $

0

4
, $0

5

}
.

To simplify thenotationwealso extend the tuple = (ℎ1 , . . . , ℎA) to contain also ℎ0 and

write  = (ℎ0 , . . . , ℎA). As before we have an inclusion functor associated to �0 , ?, ℎ0

and we consider the pullback module

M+ ;�0 ,?,ℎ0
:= I∗�0;?,ℎ0

V.

We will denote this module also by M+ ;�0 ,?, to be consistent with the previous

notation.

We first claim that there exist module homomorphisms ) 9 : L9 →M+ ;�9−1 ,?,ℎ 9−1
for

all 1 ≤ 9 ≤ A, such that

(3.33) M+ ;�9 ,?,ℎ 9 = C>=4
(
L9

) 9
−−→M+ ;�9−1 ,?,ℎ 9−1

)
,

where at the moment we ignore the action filtrations. This statement is not explicitly

stated in [BC14, Section 4.4.2], but it follows easily from the arguments in that paper.

More specifically, what is stated explicitly in [BC14, Section 4.4.2] is that there exists

an exact triangle – in the derived category �FD:(C; ?) – of the form

L9 −→M+ ;�9−1 ,?,ℎ 9−1
−→M+ ;�9 ,?,ℎ 9 .

Here however, we claim a stronger statement, namely that (3.33) holds at the chain

level.Wewill now explain how to deduce (3.33) from the theory developed in [BC14].
In doing that we will mostly follow the notation from that paper.

By [BC14, Proposition 4.4.1] for every 0 ≤ 9 ≤ A we have the following:

1) �∞-categories B9 and B′
9
(depending on �9 , ? and ℎ 9).

2) Quasi-isomorphisms of �∞-categories: 4 9 : FD:(C; ?) → B9 , ? 9 : B9 → B′
9
,

�9 : B′
9
→ FD:(C; ?) and @ 9 : B′

9
→ B′

9−1
, for 9 ≥ 1, all with vanishing higher order

terms. Moreover, they satisfy:

(3.34) �9 ◦ ? 9 ◦ 4 9 = id, for all 9 ≥ 0, and @ 9 ◦ ? 9 ◦ 4 9 = ? 9−1 ◦ 4 9−1 for all 9 ≥ 1.

3) A B9-module M9 and a B′
9
-module M′

9
such that

M+ ;�9 ,?,ℎ 9 = 4
∗
9
M9 , ?∗

9
M′

9
=M9 , ∀9 ≥ 0,

M′
9
= C>=4

(
�∗
9
L9

! 9
−−→ @∗

9
M′

9−1

)
, ∀9 ≥ 1,

(3.35)

for some module homomorphism ! 9 . (This homomorphism was denoted by ) 9
in [BC14, Proposition 4.4.1]. We have denoted it here by ! 9 since ) 9 is already used

for a slightly different homomorphism.)

4) For 9 = 0 we have M′
0
= �∗

0
L0.

We now pull back the second line of (3.35) by the functor ? 9 ◦ 4 9 . The desired equal-

ity (3.33) now follows by using (3.34) togetherwith the fact that�∞-functors pull back
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mapping cones to mapping cones (at the chain level). Note that for 9 = 0, pulling

back the equality from point (3.7.1) above yields: M+ ;�0 ,?,ℎ0
= L0.

We now turn to the weakly filtered setting. Throughout the rest of the proof it is

useful to keep in mind that ℎ 9($:) = ℎ($:) for every 0 ≤ 9 ≤ A and 1 ≤ : ≤ 29 + 3.

We claim that in the weakly filtered setting the correct version of (3.33) is

(3.36)
(ℎ($3)M+ ;�9 ,?, = C>=4

(
L9

() 9 ;0,δ) 9 )
−−−−−−−−→ (ℎ($3)M+ ;�9−1 ,?, 

)
, for all 1 ≤ 9 ≤ A,

(ℎ($3)M+ ;�0 ,?, = L0.

Of course, by Lemma 2.4, the first line of (3.36) is equivalent to:

(3.37) M+ ;�9 ,?, = C>=4
(
L9

() 9 ;0,δ) 9+ℎ($3))
−−−−−−−−−−−−−→M+ ;�9−1 ,?, 

)
, for all 1 ≤ 9 ≤ A.

To prove (3.37) one needs to go over the arguments in the proof of [BC14, Propo-
sition 4.4.1] and take action-filtrations into consideration. An inspection of these

arguments shows that the categories B9 , B
′
9
and functors 4 9 , ? 9 , �9 , @ 9 are all weakly

filtered, and so are the modules M′
9
and M9 . Moreover, we have:

1) The discrepancies of both B9 and B′
9
are ≤ εFD:cob

( C̃
1/2;��9 (?,ℎ 9 ))

.

2) Both functors ? 9 and @ 9 are filtered, i.e. have discrepancies ≤ 0.

3) 4 9 has discrepancy ≤ ε4 9 , where &
4 9

1
= max{ℎ 9($ 9

:
) ; 1 ≤ : = odd ≤ 29 + 5}

and &
4 9

3
= 0 for all 3 ≥ 2.

4) ? 9 ◦ 4 9 has discrepancy ≤ ε? 9◦4 9 , where

&
? 9◦4 9
1

= max

{
ℎ($:) ; 1 ≤ : = odd ≤ 29 + 3

}
and &

? 9◦4 9
3

= 0 for all 3 ≥ 2.

5) �9 has discrepancy ≤ ε�9 , where &
�9
1
= −ℎ($29+3) and &

�9
3
= 0 for all 3 ≥ 2.

6) The module homomorphism ! 9 : �∗
9
L9 → @∗

9
M′

9−1
shifts action by ≤ 0 and has

discrepancy ≤ ε! 9 , where

&
! 9
3
= &

FD:
cob
( C̃

1/2;��9 (?, ))
3

+ ℎ($29+3).

7) The modules M′
9
and M′

9
have discrepancies ≤ εFD:cob

( C̃
1/2;��9 (?,ℎ 9 ))

.

8) The equalities (or identifications) from (3.35) hold also in the weakly filtered

sense,where the cone over ! 9 on the second line of (3.35) is now taken over (! 9 ; 0, ε
! 9 ).

9) M′
0
= (−ℎ($3)�∗

0
L0 as weakly filtered modules.

To conclude the proof of (3.37) we pull back the weakly filtered version of the second

line of (3.35) by ? 9 ◦ 4 9 and use Lemmas 2.7, 2.2 and 2.3 (recall that ? 9 , 4 9 do not

have higher order terms). The assertion that (ℎ($3)M+ ;�0 ,?, = L0 follows in a similar

way. �
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CHAPTER 4

QUASI-EXACT AND QUASI-MONOTONE COBORDISMS

For reasons that will become apparent when we introduce shadow metrics in

Chapter 6 we need to extend some of the theory from Chapter 3, especially from

Section 3.7, to the cases of quasi-exact and quasi-monotone cobordisms. Quasi-exact

cobordisms form a larger class than the usual weakly-exact cobordisms considered

earlier in the paper but, from the point of view of �-holomorphic machinery, they

behave in the the same way except that only for particular classes of almost complex

structures �. The same applies to quasi-monotone cobordisms versusmonotone ones.

4.1. Quasi-exact cobordisms

Fix a symplectic manifold (", $), as at the beginning of Section 3 and denote by

L06we(")
the class of weakly-exact Lagrangian submanifolds ! ⊂ ". As before, we write

("̃, $̃) = (ℝ2 ×", $ℝ2 ⊕ $)
and denote by � : "̃ → ℝ2

the projection.

We begin with a simple definition that will be useful in the following.

Definition 4.1. — Let+ ⊂ ℝ2 ×" be a Lagrangian cobordism and let  + ⊂ ℝ2
be a

subset with compact closure. We say that+ is cylindrical overℝ2 \ + if over ℝ2 \  +
the cobordism + is equal to a disjoint union with terms �: × !: where �: are pair-

wise disjoint, unbounded, connected, and embedded curves in the plane, horizontal

at infinity, and !: ⊂ " are Lagrangians.

Next, we introduce quasi-exact Lagrangian cobordisms (with weakly exact ends).

Definition 4.2. — Let + ⊂ "̃ be a Lagrangian cobordism with ends in L06we(").
We say that+ is quasi-exact if there is a compact subset  + ⊂ ℝ2

and an $̃-compatible

almost complex structure �+ such that:

1) + is cylindrical over ℝ2 \ Int ( + ).
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2) � is (�+ , 8)-holomorphic over ℝ2 \ Int ( + ).

3) There are no non-constant �+ -holomorphic disks D : (�, %�) → ("̃, +).
Sometimes we will say that (+, �+ ,  + ) is quasi-exact.

A pair (�+ ,  + ) as above will be called quasi-exact admissible for + . Sometimes the

focus will be on the subset  + , and we will say that  + is quasi-exact admissible for +
if there exists �+ such that (+, �+ ,  + ) is quasi-exact.

Wedenote byL06@,we(ℝ2×") the collection of quasi-exact Lagrangian cobordisms

+ ⊂ ℝ2 ×".

4.1.1. Remarks
1) If + ⊂ "̃ is quasi-exact then + must have at least one (non-void) end.

Indeed, if+ has no ends at all, then+ is a closed Lagrangian submanifold ofℝ2 ×"
and so it can be displaced by a (compactly supported) Hamiltonian diffeomorphism.

By standard results, for every $̃-compatible almost complex structure �̃ there exists

a non-constant �+ -holomorphic disk with boundary on + , contradicting the quasi-

exactness of + .

2) If + ⊂ "̃ is quasi-exact, then necessarily " is weakly-exact in the sense that∫
(
$ = 0 for every � ∈ �(

2
("), where �(

2
(") ⊂ �2(") is the image of the Hurewicz

homomorphism�2(") → �2("). Obviously the same holds also for "̃. In particular

neither" nor "̃ has non-constant pseudo-holomorphic spheres, for any compatible

almost complex structure.

Indeed, by point (4.1.1) above,+ has at least one (non-void) end, say !. By assump-

tion ! ⊂ " is weakly-exact, hence so is ".

3) The condition that � : "̃ → ℝ2
is ( �̃ , 8)-holomorphic over a subset ( ⊂ ℝ2

is equivalent to �̃ being fiberwise split over (. The space of $̃-compatible almost

complex structures �̃ that are fiberwise split over ( ⊂ ℝ2
is path-connected (and, in

fact, contractible).

4) One can also define quasi-exact cobordismswith ends being quasi-exact Lagran-

gians (not just weakly-exact). We will not pursue this degree of generality here.

4.1.2. Examples. — Here are several examples of quasi-exact cobordisms.

1) Weakly-exact cobordisms.

2) Cobordisms + ⊂ ℝ2 ×", where dimℝ " = 2 and � = 0 on �2("̃, +).
3) More generally, cobordisms + ⊂ ℝ2 × " with �(�) ≤ 1 − 1

2
dimℝ("), for all

� ∈ �2("̃, +)with $̃(�) > 0.

4) As will be seen in Proposition 6.2 in Section 6.1, compositions of quasi-exact

cobordisms (along a pair of matching ends) are quasi-exact.
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4.2. Extending the results from Section 3.7 to quasi-exact cobordisms

Let + ⊂ "̃ be a quasi-exact Lagrangian cobordism with ends in L06we("). Fix
a quasi-exact admissible pair (�+ ,  + ). Let � ⊂ ℝ2

be a plane curve with horizontal

ends, e.g. as depicted in Figure 2, page 71. Assume in addition that:

1) � ⊂ ℝ2 \  + .
2) � intersects �(+) only along the horizontal rays associated to the ends of+ (be

they on the negative or positive side of +) and � intersects each such ray at

most once. Moreover these intersections are transverse.

Fix ? and ℎ as at the beginning of Section 3.7. Denote by C the collection of weakly-

exact Lagrangians in " and by C̃ the collection of weakly-exact Lagrangian cobor-

disms in ℝ2 × ". As in Section 3.7 we have the Fukaya categories FD:(C; ?) and
FD:cob( C̃1/2; ��(?, ℎ)). Note that, unless + is weakly-exact, + is not an object of the

latter category.

Consider now the ( full) subcategory FD:cob,C,� ⊂ FD:cob( C̃1/2; ��(?, ℎ)) whose

objects are � × # with # ∈ C.

We will define now a FD:cob,C,�-module Vqe associated to + , constructed in an

analogous way to the Yoneda module V from Section 3.7. More precisely, we set

Vqe(� × #) = CF(� × #,+ ; D�×#,+ ) and define the higher �∞-module operations

�
Vqe

3
as for a Yoneda module (associated to +) but with the following modifications

for the Floer and perturbations data D= D�×#1 ,...,�×#3 ,+ = ( ̃, �̃ ):
(P1) We force the transition functions 0A : (A → [0, 1] to be identically 0 on the arc

%+(A corresponding to+ . See (3.20) on page 63 for how the transition functions

are incorporated into the perturbation data. See also [BC14, pp. 1757–1759 and

1762–1764], for more details.

(P2) The almost complex structures �̃ in the perturbation data D = ( ̃, �̃ ) are such

that �̃ %+(A
= �+ .

As usual wemake the preceding choices of perturbation data to be consistent with

the compactification of the spaces R3+1
, 3 ≥ 2, of punctured disks (in other words,

the perturbation data can be chosen to be consistent with breaking and gluing).

Before we proceed, here are a few important remarks explaining why this type of

perturbation data makes sense at all, and why it does not collide with other aspects

of the construction coming from [BC14]. First note that as we are only aiming at

defining a module Vqe over FD:cob,C,�, the Floer polygons D : (A → "̃ involved in

the definition of �
Vqe

3
map the last arc along the boundary of (A to+ , and all other arcs

to Lagrangians of the type � × #8 . Moreover, as � is transverse to the rays of �(+),
then when defining the �

Vqe

3
-operations we do not need to perform any horizontal

perturbation (in theℝ2
-direction) for strip-like ends corresponding to (�×#3 , +) and

(� × #1 , +). Thus vertical perturbations (in the "-direction) are enough. Therefore

we can force the transition functions 0A to be 0 along %+(A .
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Recall also that apart from (P2) above, the almost complex structures �̃ in the

perturbation data also have a restricted form, as described in [BC14] page 1764,

namely they should satisfy that the projection � is ( �̃I , ()ℎ0A (I))∗(8))-holomorphic for

every A ∈ R3+1
, I ∈ (A , over the complement of some compact subset in ℝ2

. We note

that the latter condition is compatible with (P2) above because 0A = 0 along %+(A and
because � is (�+ , 8)-holomorphic over the complement of a compact subset  + ⊂ ℝ2

.

Finally, it is straightforward to see that a consistent choice of perturbation data as

described above indeed exists.

Wenowclaim thatwith thesemodification the�
Vqe

3
-operations arewell definedand

satisfy the �∞-module identities. To see this we need to address the following points:

compactness and transversality of the relevant spaces of Floer polygons (defined

using the preceding perturbation data), and finally, that the �∞-module identities

indeed hold.

Assuming compactness and transversality, the last point easily follows from the

fact that the perturbation data can be chosen in a consistent way.

For transversality, the arguments used in [BC14, Sections 3.4 and 4.3] (see

also [BCb, Section 4.3.2 and Remark 4.3.5]) can be easily adapted to the present

setting. The point is that imposing conditions (P1) and (P2) has no effect on transver-

sality for the spaces of Floer trajectories, since these conditions affect the values

of 0A and �̃ only along %+(A while in the interior of (A we can perform arbitrary

perturbations (subject to [BC14, pp. 1762–1764]).
We now address compactness. Here there are two separate issues to take care of.

The first one is to verify that all Floer polygons (with fixed input and output chords)

lie in a compact region of "̃. The second issue is to control bubbling of holomorphic

disks and spheres (recall that+ is not assumed to be weakly-exact anymore but only

quasi-exact).

The first point can be dealt with by the same arguments as in [BC14, Section 3.3].

Indeed, since � is assumed to be transverse to the rays of �(+) corresponding to the

ends, condition (P1) does not interfere with the arguments from [BC14, Section 3.3].

Condition (P2) works well with the the arguments from [BC14, Section 3.3] since �
is (�+ , 8) holomorphic over ℝ2 \  + . This concludes the argument showing that all

Floer polygons lie within a compact region of "̃.

Finally, we claim that in our setting no bubbling of holomorphic disks or spheres

can occur. Indeed, by condition (P2) �̃ %+(A
= �+ and by assumption there are no non-

constant �+ -holomorphic disks with boundary on + . Therefore, bubbling of disks

cannot occur at the %+(A arc. As all the Lagrangians corresponding to the other arcs

of (A are weakly-exact (they are of the type � × # with # ∈ C) bubbling of disks

cannot occur at these arcs too. Bubbling of holomorphic disks is also impossible since

by point (4.1.1) of Remark 4.1.1, "̃ is a weakly-exact symplectic manifold.

This concludes the definition of the FD:cob,C,�-module Vqe.

4.2.1. Remark. — The module Vqe is, strictly speaking, not a Yoneda module

(although it is defined in an analogous way to Yoneda modules). The reason is that
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a quasi-exact (but not weakly-exact) cobordism + is not an object of FD:cob,C,�, nor

of any other �∞-category we are considering in this paper. It is possible to set up an

�∞-category whose objects are quasi-exact cobordisms, by further modifications of

the construction above. But this is not needed for the applications in this paper and

so we will not pursue this direction here.

We continue with extending the constructions from Sections 3.6 and 3.7 to the

quasi-exact setting.

Let + ⊂ ℝ2 ×" be a cobordism as at the beginning of Section 3.7, only that now

we assume that + is only quasi-exact. Let �, ?, ℎ be as in Section 3.7. Consider also

the module Vqe as constructed above. Note that the inclusion functor I�;?,ℎ has its

image in FD:cob,C,� hence can be viewed as a functor

I�;?,ℎ : FD:(C; ?) −→ FD:cob,C,� .

By analogy to (3.28) we define a FD:(C; ?)-module:

(4.1) M
qe

+ ;�,?,ℎ := I∗�;?,ℎ Vqe.

We define also the modules M
qe

+ ;�9 ,?, 
, 9 = 1, . . . , A, in the same way as in (3.30), only

that we now use the module Vqe instead of the Yoneda module V.

Proposition 4.3. — The statements of Propositions 3.4 and 3.5 continue to hold for the
modules Mqe

+ ;�,?,ℎ and M
qe

+ ;�9 ,?, 
that have just been defined.

The proof is exactly the same as the proofs of Propositions 3.4 and 3.5.

4.3. Quasi-monotone cobordisms

By analogy to the “quasi-exact vs. weakly-exact” case, there is also a similar notion

of quasi-monotone cobordisms generalizing monotone ones.

Fix d := 3)0 ∈ Λ0, where 3 ∈ ℤ2, 0 > 0. As in Section 3.5 denote by L06mon,d(")
the class of closed monotone Lagrangians ! ⊂ " with d! = d. Note that existence of

a monotone Lagrangian in" implies that the ambient manifold" is monotone too.

In particular, for every � ∈ �2(")with $(�) > 0 we have 21(�) > 0.

Definition 4.4. — Let + ⊂ ℝ2 × " be a Lagrangian cobordism with ends in

L06mon,d("), not all void. We say that + is quasi-monotone if there is a compact

subset  + ⊂ ℝ2
and an $̃-compatible almost complex structure �+ such that:

1) + is cylindrical over ℝ2 \ Int ( + ).
2) � is (�+ , 8)-holomorphic over ℝ2 \ Int ( + ).
3) For all �+ -holomorphic disks D : (�, %�) → ("̃, +)we have �(D) ≥ 2.

As in the quasi-exact case we will call (�+ ,  + ) quasi-monotone admissible for + , and

sometimes say that (+, �+ ,  + ) is quasi-monotone.

We denote the class of quasi-monotone cobordisms + as above by

L06qm,d(ℝ2 ×").
The parameter d indicates the value of d!8 for the ends !8 of + ∈ L06qm,d(ℝ2 ×").
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In the following we will need the following lemma, which is valid both in the

quasi-exact and quasi-monotone cases.

Lemma 4.5. — Let (+, �+ ,  + ) be quasi-exact (resp. quasi-monotone). Let �′
+
be another

$̃-compatible almost complex structure such that �′
+
= �+ over  + and �′

+
is fiberwise split

over ℝ2 \ Int ( + ). Then (+, �′+ ,  + ) is also quasi-exact (resp. quasi-monotone).

Proof. — This is an immediate application of the open mapping theorem, combined

with the weak exactness (resp. monotonicity) of the ends of + . Indeed, by the open

mapping theoremwe deduce that any �′
+
-holomorphic disk with boundary on+ has

to have its image inside �−1( + ). As (+, �+ ,  + ) is quasi-exact (resp. quasi-monotone)

and �+ = �
′
+
over  + this implies the claim. �

4.4. Extending the results from Section 3.7 to quasi-monotone cobordisms

This is similar to Section 4.2 only that now we have to take care of bubbling of

holomorphic disks. The goal is to construct themodules V@< and M
@<

+ ;�,?,ℎ analogous

to Vqe
and M

qe

+ ;�,?,ℎ . For brevity, denote by

C= L06mon,d(").
Let + ⊂ "̃ be a quasi-monotone Lagrangian cobordism with ends in C. Fix a quasi-

monotone admissible pair (�+ ,  + ).
Let � and ?, ℎ be as in Section 4.2. Recall that in themonotone Fukaya category of"

the choices of the Floer data prescribed by ? are assumed to satisfy the following addi-

tional conditions. Let  0 ,  1 ∈ Cand D 0 , 1
= (� 0 , 1 , {� 0 , 1

C }) be the Floer datumof

( 0 ,  1)prescribedby ?. Let� ∈ O(� 0 , 1)beaHamiltonian chord. Then for both � = 0

and � = 1, the almost complex structure �
 0 , 1

� is regular for all �
 0 , 1

� -holomorphic

disks with boundary on  � that haveMaslov index 2 andmoreover �(�) ∈  � is a reg-

ular value of the evaluation maps ev � ,� : (M(�, � 0 , 1

� ) × %�)/Aut(�) →  �, for all

� ∈ �2(",  �)with�(�) = 2. (Andof course, by assumption the

∑
� degℤ2

ev � ,� = 3,

where the sum is over all � ∈ �2(",  �)with �(�) = 2. Here 3 ∈ ℤ2 is the coefficient

of )0 in d, i.e. d = 3)0 .)

Fix # ∈ C. Let ��×#,+ = {��×#,+C } be a time-dependent $̃-compatible almost

complex satisfying the following properties:

1) For each intersection point G ∈ � ∩ �(+), denote by !G ⊂ " the Lagrangian

corresponding to the end of + over G. We require that �
�×#,+
C = 8 ⊕ �#,!GC in

*G × " for some small neighborhood *G of G which is contained in ℝ2 \  + .
Here, {�#,!GC } is the choice prescribed by ? for the pair (#, !G).

2) �
�×#,+
1

is fiberwise split over ℝ2 \  + .

3) �
�×#,+
1

coincides with �+ over  + .

As will be seen soon, ��×#,+ will be used as the almost complex structure for the

Floer datum D�×#,+ of the pair (� × #,+). As such, ��×#,+ needs to satisfy the
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usual additional conditions we impose on Floer data for Lagrangian cobordisms,

as described in [BC14, Section 3.2, p. 1764]. It is easy to see that almost complex

structures {��×#,+C } as described above exist (recall that the space of $̃-compatible

fiberwise split almost complex structures is connected). Note that by Lemma 4.5

(��×#,+
1

,  + ) continues to be quasi-monotone admissible for + .

The �∞-category FD:cob,C,� is constructed in a similar way to what we have done

in Section 4.2, only that we work in the monotone framework.

To define the module V@< we take Floer data of the type

D�×#,+ =
(
��×#,+ , {��×#,+ }

)
,

where the almost complex structure {��×#,+ } is as described above. The Hamiltonian

term ��×#,+
is assumed to have the following form: for every G ∈ � ∩ �(+) we have

��×#,+ (I, D) = �(G)(I)�#,!G (D), for I ∈ *G , D ∈ ". Here, �#,!G
is the Hamiltonian

term in the Floer datum of (#, !G) and �(G) : *G → [0, 1] is a smooth function with

compact support in *G and such that �(G) ≡ 1 near G. Outside of the union of the

subsets*G , G ∈ � ∩ �(+), we set ��×#,+
to be 0.

Next, we define in a similar way to Section 4.2 perturbation data D = ( ̃, �̃ ) for
tuples of the type (� × #1 , . . . , � × #3 , +) with the difference that we require now

that �̃ %+(A
coincides with �+ over  + . It is straightforward to see that consistent

choices of perturbation data with these additional properties exist. Moreover, there

exist such consistent choices which are regular. The latter does not require any new

arguments beyond those remarked in the quasi-exact case.

The definition of the module V@< is now done in the same way as for the module

Vqe
in the quasi-exact case. Beyond the arguments for the weakly-exact and quasi-

exact cases, there is only one point that needs to be analyzed – bubbling of disks

and spheres within spaces of Floer polygons of dimensions ≤ 1 and its effect on the

�∞-module identities for the �V@<
3

operations.

To this ends, suppose that bubbling of a holomorphic disk or sphere occurs in a

sequence of Floer polygons whose index is ≤ 1 (i.e. the dimension of the space of

these polygons is ≤ 1). We claim that this can happen only if the Floer polygons are

in fact Floer strips (i.e. the polygons are 2-gons with boundaries on two Lagrangians),

the incoming and exit chords coincide and moreover, after removing the bubbles we

are left with a “constant” Floer strip, namely a degenerate Floer strip whose image is

that common Hamiltonian chord.

Indeed, if bubbling of disks occurs along+ then by quasi-monotonicity each such

bubble has Maslov index ≥ 2. If bubbling of a holomorphic disk occurs along one

of the � × #8 ’s, then by the monotonicity of #8 we again have that the Maslov index

of each such bubble is ≥ 2. Finally, if bubbling of a holomorphic sphere occurs,

then the Chern number of such bubbles is ≥ 1 because " is a monotone symplectic

manifold (see the beginning of Section 4.3). Thus, in all cases the total index of the

Floer polygon that remains after removing the bubbles is negative. By transversality

this cannot happen unless that polygon is “constant at a chord”. Moreover, if the
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perturbation data are chosen generically, such a limit can occur only if the polygons

are strips.

We are thus left only with the case when bubbling occurs for Floer strips (in a 1-

dimensional space) connecting a chord � to itself, and after bubbling of a holomorphic

disk the remaining Floer strip is “constant” at �. The holomorphic disk bubble has

boundary on one of the Lagrangians involved and passes through �(0) or �(1).
Now, the only effect of the last phenomenon on the �V@<

3
operation is for 3 = 1,

namely when trying to show that � V@<
1
◦� V@<

1
is 0. Note that the two pairs of Lagran-

gians involved in this operation are of the type � × # with # ∈ C and + . By our

choices of Floer data, the only Hamiltonian chords � between these two Lagrangians

are of the type G × �′, where G ∈ � ∩ �(+) and �′ ∈ O(�#,!G ). Here !G ⊂ " is the

Lagrangian corresponding to the end of + over G. By our choice of almost complex

structures in the Floer data and by applying the open mapping theorem all the holo-

morphic disks with boundary on either � × # or on + that pass through �(0) or �(1)
must have constant projection to ℝ2

. Thus these disks lie in G × " and are in fact

either �
#,!G
0

-holomorphic with boundary on # and pass through �′(0) or are �#,!G
1

-

holomorphic with boundary on !G and pass through �′(1). By gluing results the

outcome of this is that

(4.2) � V@<
1
◦ � V@<

1
(G × �′) =

∑
�′∈O(�#,!G )

(d# − d!G )(G × �′).

Since both # and all the ends of + belong to C = L06mon,d(") we have d# = d!G ,

hence (4.2) vanishes. This concludes the construction of the FD:cob,C,�-module V@< .

The construction of theFD:(C; ?)-modulesM
@<

+ ;�,?,ℎ andM
@<

+ ;�9 ,?,ℎ
is done as in (4.1)

with V@4 replaced by V@< .

As earlier, Propositions 3.4 and 3.5 continue to hold in the quasi-monotone case

(with the same proofs):

Proposition 4.6. — The statements of Propositions 3.4 and 3.5 continue to hold for the
module M@<

+ ;�,?,ℎ and M
@<

+ ;�9 ,?, 
that has just been defined.
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CHAPTER 5

PROOF OF THE MAIN GEOMETRIC STATEMENTS

We prove here the main geometric results.

We will make use of the following variants of the notion of Gromov width.

Let ("2= , $) be a symplectic manifold, ! ⊂ " a Lagrangian submanifold and & ⊂ "
a subset. Following [BC07], [BC06] we define the Gromov width �(!;&) of ! relative

to & as follows.

Assume first that ! ⊄ &. Define:

�(!;&) = sup

{
�A2 ∈ (0,∞] ; ∃a symplectic embedding 4 : �(A) → "(5.1)

such that 4−1(!) = �ℝ(A) and 4(�(A)) ∩& = ∅
}
.

Here �(A) ⊂ ℝ2=
is the standard 2=-dimensional closed ball of radius A, endowed

with the standard symplectic structure from ℝ2=
, and �ℝ(A) := �(A) ∩ (ℝ= × {0}) is

the real part of �(A).
In case ! ⊂ & we set �(!;&) := 0.

Another variant of the Gromov width is associated to an immersed Lagrangian.

Let L̂ be a smooth closed manifold (possibly disconnected) and let � : L̂ → " be a

Lagrangian immersion with image L := �(L̂). We will measure the “size” of a subset

of the double points of L relative to a given subset & ⊂ ". Denote by Σ(�) ⊂ L the

set of points that have more than one preimage under the immersion �. Let Σ′ ⊂ Σ(�)
be a non-empty subset such that each point in Σ′ is a transverse intersection of two

branches of the immersion. As before, let & ⊂ " be a subset.

Assume first that Σ′ ⊄ &. We define the Gromov width �Σ
′(L;&) of the self-

intersection set Σ′ relative to & by

�Σ
′(L;&) = sup

{
�A2 ∈ (0,∞] ; ∀G ∈ Σ′, ∃ a symplectic embedding 4G : �(A) → " with

4G(0) = G, 4−1

G (L) = �ℝ(A) ∪ 8�ℝ(A), 4G(�(A)) ∩& = ∅,

and 4G′(�(A)) ∩ 4G′′(�(A)) = ∅whenever G′ ≠ G′′
}
.

Here 8�ℝ(A) stands for the imaginary part of the ball, 8�ℝ(A) := �(A) ∩ ({0} ×ℝ=).
In case ∅ ≠ Σ′ ⊂ & we set �Σ

′(L;&) = 0. In case Σ′ = ∅we set �∅(L;&) = ∞.
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In what follows, if& = ∅, then we omit the set& from the notation in both �(!;&)
and �Σ

′(L;&).
The next important geometric measurement is the shadow of a cobordism, as de-

fined in [CS19] and already mentioned in the introduction. Let + ⊂ ℝ2 × " be a

Lagrangian cobordism. Denote by � : ℝ2×" → ℝ2
the projection. The shadowS(+)

of + is defined as

(5.2) S(+) = Area

(
ℝ2 \ U

)
,

where U ⊂ ℝ2 \ �(+) is the union of all the unbounded connected components of

ℝ2 \ �(+).
We now restate here the main geometric results for the convenience of the reader.

Recall that L06∗(") denotes the collection of closed Lagrangian submanifolds of "
of class ∗, where ∗ stands either for the weakly exact Lagrangians (∗ = we in short), or

for the monotone Lagrangians with given Maslov-2 disk count d ∈ Λ0 (∗ = (mon, d)
in short) as introduced in Section 3.5. Similarly, we have the collection L06∗(ℝ2 ×")
of Lagrangian cobordisms + ⊂ ℝ2 ×" of class ∗, where ∗ is as above.

Theorem 5.1. — Let !, !1 , . . . , !: ∈ L06we(") and + : ! (!1 , . . . , !:) a weakly
exact Lagrangian cobordism.Denote ( :=

⋃:
8=1
!8 the union of the Lagrangians corresponding

to the negative ends of + . Then

(5.3) S(+) ≥ 1

2
�(!; ().

For the next two points of the theoremwewill use the following. Let# ∈ L06we(") be another
weakly exact Lagrangian submanifold and consider ( =

⋃:
8=1
!8 ⊂ " and # ∪ ( ⊂ " as

immersed Lagrangians (parametrized by
∐:

8=1
!8 and #

∐(∐:
8=1
!8) respectively).

(i) Assume that # intersects each of the Lagrangians !1 , . . . , !: transversely and that
# ∩ !8 ∩ ! 9 = ∅ for all 8 ≠ 9. Denote Σ′ := # ∩ (. If S(+) < 1

2
�Σ
′(# ∪ () then

(5.4) # (# ∩ !) ≥
:∑
8=1

#(# ∩ !8).

(ii) Assume that the Lagrangians !1 , . . . , !: intersect pairwise transversely and that
no three of them have a common intersection point (i.e. !8 ∩ ! 9 ∩ !A = ∅ for all distinct
indices 8 , 9 , A). Let Σ′′ be the set of all double points of (, i.e. Σ′′ :=

⋃
1≤8< 9≤: !8 ∩ ! 9 .

If S(+) < 1

4
�Σ
′′((;#) then

(5.5) # (# ∩ !) ≥
:∑
8=1

dimΛ

(
HF(#, !8)

)
.

The proof is given in Section 5.1 below.

5.0.1. Remark. — Note that the inequality (5.4) in Theorem 5.1 implies variants of

both inequalities (5.3) and (5.5), but with slightly different assumptions and for dif-

ferent constants �. This is obvious concerning (5.5) and for inequality (5.3) it is seen

by applying (5.4) to the cobordism, : ∅ (!, !1 , . . . , !:) obtained by bending the
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positive end of + half way clockwise – as in Figure 4 – and taking # to be a suitable

Hamiltonian perturbation of !. �

Theorem 5.1 has an analogue in the monotone case too. Recall from Section 3.5

the Maslov-2 disk count d ∈ Λ0 associated to a monotone Lagrangian ! and also its

minimal disk area �! defined by (3.23) in Section 3.5.

Theorem 5.2. — Let !, !1 , . . . , !: ⊂ " be monotone Lagrangians and

+ : ! (!1 , . . . , !:)
a connected monotone cobordism. Let ( be the same as in Theorem 5.1. Denote by d ∈ Λ0 the
Maslov-2 disk count of ! (hence by Section 3.5 also of the !8 ’s) and let # ⊂ " be another
monotone Lagrangian with d# = d. Then:

(5.6) S(+) ≥ min

{
1

2
�(!; (), �!

}
.

Moreover, under the above assumptions inequalities (5.4) and (5.5) continue to hold as stated
in Theorem 5.1.

The proof is given in Section 5.2.

Before the proofs of Theorems 5.1 and 5.2, here is bit of notation that will be used

throughout. Denote by Λ the Novikov ring (with coefficients in ℤ2) and by Λ0 ⊂ Λ
the positive Novikov ring, as defined in (2.1) and (2.2). Recall from (3.11) the standard

valuation � : Λ→ ℝ ∪ {∞} defined by

�
(
00)

�0 +
∞∑
8=1

08)
�8
)
= �0 ,

where 00 ≠ 0 and �8 > �0 for every 8 ≥ 1. As usual we set �(0) = ∞.

All Floer complexes will be taken with coefficients in Λ as in Section 3 and the

filtrations on themwill be defined by action, according to the recipe from Section 3.3.

Given such a Floer complex, say �, we will denote by � : � → ℝ ∪ {−∞} the action
level, as defined in Section 2.7. (Recall that for G ∈ � we write �(G) and �(G;�)
interchangeably.) Note that � coincides with A from Section 3.3, and below we will

continue to denote it by � (rather than A) to keep compatibility with our general

algebraic conventions.

5.1. Proof of Theorem 5.1

We begin with the proof of inequality (5.3). We first assume that the Lagrangians

!, !1 , . . . , !: intersect pairwise transversely, and treat the general case afterwards.

We start by bending the positive end of+ by 180
◦
clockwise in such a way as to get

a cobordism, without positive ends, and whose negative ends are (!0 , !1 , . . . , !:),
where !0 := ! (see Figure 4). Clearly S(,) = S(+).

Fix & > 0. Let �, �′ be two curves, as depicted in Figure 5, and such that there exists a

(not compactly supported) Hamiltonian isotopy, horizontal at infinity, !C : ℝ2 → ℝ2
,
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Figure 4. The cobordisms, obtained from + by bending the positive end.

C ∈ [0, 1], with !0 = id, !1(�) = �′ and with

(5.7) length{!C} ≤ S(,) + 1

2
&,

where length{!C} stands for the Hofer length of the isotopy {!C}.
Put ( =

⋃:
8=1
!8 and let 4 : �(A) → " \ ( be a symplectic embedding as in the

definition of �(!0; () in (5.1), with

�(!0 , () − & ≤ �A2 ≤ �(!0 , ().
Next, let

(5.8) � := image (4), @ := 4(0) ∈ !0 , �� := 4∗(�std),
where the latter is the complex structure on � corresponding to the standard complex

structure �std of �2=(A) via the embedding 4.
Next, we fix a symplectic identification between a small open neighborhood * of

!0 in " and a neighborhood *′ of the zero-section in )∗(!0). Let 5 : !0 → ℝ be a

�1
-small Morse function with exactly one local maximum at the point @ ∈ !0. We

extend 5 to a function 5̃ : *′ → ℝ by setting it to be constant along the fibers of the

cotangent bundle. Finally, let�
!0 ,!0

5
: " → ℝ be a smooth function such that�

!0 ,!0

5 *

coincides with 5̃ via the identification between* and*′ that we have just fixed.

Wenow turn to the Fukaya categories relevant for this proof. Let Cbe the collection

of Lagrangians !0 , . . . , !: . We will use the Fukaya categories FD:(C) and FD:cob( C̃)
associated to C. More specifically, we consider regular perturbation data ? ∈ �′

reg

and �1
-small profile functions ℎ ∈ H′

prof
(�) as in Section 3.6.

We impose two additional restrictions on the admissible choices of perturbation

data ? as follows. The first one is that the datum D!0 ,!0
of the pair (!0 , !0) should

have the function �
!0 ,!0

5
as its Hamiltonian function, defined using any choice of

a �1
-small Morse function 5 as described above. Furthermore, we allow only for

functions 5 that are sufficiently �1
-small such that O(�!0 ,!0

5
) = Crit( 5 ). Note that for

every H ∈ O(�!0 ,!0

5
)we have �(H) = 5 (H).

ASTÉRISQUE 426



5.1. PROOF OF THEOREM 5.1 89

Figure 5. The curves � and �′ and the cobordism, .

The second restriction is that the Hamiltonian functions �!8 ,!9
in the Floer data

D!8 ,!9 , 8 ≠ 9, are all 0. It is possible to impose these additional restriction and stillmain-

tain regularity since we have assumed that the Lagrangians !0 , !1 , . . . , !: intersect
pairwise transversely. With these choices we have for every 8 ≠ 9:

O(�!8 ,!9 ) = !8 ∩ ! 9 , �(I) = 0, for all I ∈ O(�!8 ,!9 ).
Wedenote the space of all such regular choices of perturbation data by �′′

reg
⊂ �′

reg
.

We remark that the Morse function 5 is not fixed over �′′
reg

and each choice ? ∈ �′′
reg

comes with its own function 5 . Finally, note that N is still in the closure of �′′
reg

.

We now appeal to the theory developed in Section 3. Consider the Fukaya cat-

egory FD:(C; ?) (see Section 3.2) as well as the Fukaya category of cobordisms

FD:cob( C̃1/2; ��(?, ℎ)) (see Section 3.4 and (3.25) in Section 3.6). Recall that we have

an “inclusion” functor

I�;?,ℎ : FD:(C; ?) −→ FD:cob

(
C̃

1/2; ��(?, ℎ)
)
.

Denote by W the Yoneda module corresponding to the object

, ∈ Ob

(
FD:cob( C̃1/2; ��(?, ℎ))

)
and consider its pull-back by the functor I�;?,ℎ :

M, ;�,?,ℎ := I∗�;?,ℎW.

Recall from Sections 3.3, 3.4 and 3.6 that the �∞-categories

FD:(C; ?), FD:cob

(
C̃

1/2; ��(?, ℎ)
)

as well as the �∞-functor I�;?,ℎ are all weakly filtered. Moreover, by Sec-

tion 3.7 the module M, ;�,?,ℎ if weakly filtered too. By Propositions 3.4, and

points (3.6), (3.6) on page 69 the discrepancy of this module is bounded from above

by ε(?, ℎ) = (&1(?, ℎ), &2(?, ℎ), . . . , &3(?, ℎ), . . . ) which satisfies lim &3(?, ℎ) → 0 for

every 3, as ? → ?0 ∈ Nand ℎ → 0 (the latter in the �1
-topology).

Throughout the proof we will repeatedly deal with quantities having the same

asymptotics as &3(?, ℎ). In order to simplify the text we introduce the following

notation. LetN0 ⊂ Nand let (?, ℎ) ↦−→ �(?, ℎ) be a real valued function defined for ?
in a subset of �′

reg
whose closure contains N0, and ℎ ∈ H′

prof
.
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We will write �(?, ℎ) ∈ $(N0) to indicate that for every ?0 ∈ N0 we have

lim�(?, ℎ) = 0 as ? → ?0 and ℎ → 0 (the latter in the �1
-topology).

By Proposition 3.5 (and (3.32)) we have

(BℎM, ;�,?,ℎ = C>=4(L:

):−−→ C>=4(L:−1

):−1−−−−→ C>=4(· · ·(5.9)

· · · C>=4(L2

)
2−−→ C>=4(L1

)
1−−→ L0))···))),

where Bℎ → 0 as ℎ → 0. (Recall from §2.3.4 that (BℎM+ ;�,?,ℎ stands for the module

M+ ;�,?,ℎ with action-shift by Bℎ .) The modules L8 in (5.9) are the Yoneda modules of

the !8 ’s. The notation )8 stands for )8 = ()8 , 0, δ(i)), with )8 being a homomorphism

of modules that shifts action by ≤ 0 and has discrepancy ≤ δ(i)(?, ℎ)where for every

3 we have �
(9)
3
(?, ℎ) ∈ $(N). For simplicity of notation set

δ(?, ℎ) := max

{
δ(1)(?, ℎ), . . . , δ(k)(?, ℎ)

}
,

so that the discrepancy of all the )8 ’s is ≤ δ(?, ℎ) and we still have �3(?, ℎ) ∈ $(N)
for all 3.

Consider the filtered chain complex

�?,ℎ := (BℎM, ;�,?,ℎ(!0)
endowedwith thedifferential coming fromthe�1-operationofM, ;�,?,ℎ . Bydefinition

�?,ℎ = (Bℎ CF(� × !0 ,, ; D�×!0 ,, ), where D�×!0 ,, is the Floer datum prescribed

by ��(?, ℎ). By (5.9) the Floer complex of (!0 , !0) is a subcomplex of �?,ℎ , or more

precisely, we have an action preserving inclusion of chain complexes:

(5.10) CF(!0 , !0; ?) ⊂ �?,ℎ ,

where D!0 ,!0
is specified by ? and is subject to the additional restrictions imposed

earlier in the proof. To simplify the notation, we will denote from now on for a pair of

Lagrangians (!′, !′′)byCF(!′, !′′; ?) the Floer complexCF(!′, !′′; D!′ ,!′′), where D!′ ,!′′

is the Floer datum specified by ?.

Recall that we also have the curve �′ ⊂ ℝ2
with �′ ∩ �(,) = ∅. Choose a Floer

datum D′ for (�′ × !0 ,,) with a sufficiently �2
-small Hamiltonian function so that

CF(�′ × !0 ,, ; D′) = 0. Now � × !0 can be Hamiltonian isotoped to �′ × !0 via an

isotopy horizontal at infinitywithHofer length ≤ S(,)+ 1

2
&. By standard Floer theory

(see e.g. [FOOO09a, Section 5.3.2]) the identity map on �?,ℎ is null homotopic via

a chain homotopy which shifts action by ≤ S(,) + 1

2
&. Translated to the formalism

of (2.44) in Section 2.7 this means that �ℎ(id�?,ℎ
) ≤ S(,)+ 1

2
&, hence by (2.46) we have

(5.11) �(�?,ℎ) ≤ S(,) + 1

2
&,

where �(�?,ℎ) is the boundary depth of the (acyclic) chain complex �?,ℎ as defined

in Section 2.7.

We now appeal to Theorem 2.14 applied to the weakly filtered iterated cone (5.9).

We apply this theorem with - = !0 and �8 = 0. We obtain a new weakly filtered

moduleMsuch thatM(!0) has a differential �M
1
as described in that theorem together

with a filtered chain isomorphism �1 : �?,ℎ → M(!0). An inspection of the sizes of
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shifts and discrepancies of the various maps involved in Theorem 2.14 shows that

there exists a constant B�(?, ℎ) ∈ $(N) such that �1 shifts filtration by ≤ B�(?, ℎ).
Additionally, Theorem 2.14 implies that CF(!0 , !0; ?) is also a filtered subcomplex

of M(!0) and that pr
0
◦ �1 maps CF(!0 , !0; ?) ⊂ C?,ℎ to CF(!0 , !0; ?) ⊂ M(!0) via

the identity map: (pr
0
◦ �1) CF(!0 ,!0;?) = id. Here pr

0
: M(!0) → CF(!0 , !0; ?) is the

projection onto the 0-th factor of M(!0).
Consider now the homology unit 4!0

∈ CF(!0 , !0; ?) as constructed in (3.10). By

standard Floer theory 4!0
= @ (recall that @ is the unique maximum of 5 : !0 → ℝ).

Let 2 ∈ CF(!0 , !0; ?) and � ∈ O(�!0 ,!0) a generator, where�!0 ,!0
is theHamiltonian

function of the Floer datum specified by ? for (!0 , !0). We denote by 〈2, �〉 ∈ Λ the

coefficient of � when writing 2 as a linear combination of elements of O(�!0 ,!0) with

coefficients in Λ.

We will need the following.

Lemma 5.3. — For every chain 2 ∈ CF(!0 , !0; ?) we have 〈�1(2), @〉 = 0.

We postpone the proof of the lemma and continue with the proof of Theorem 5.1.

Put � 5 := maxG∈!0
| 5 (G)|, �(1)(?, ℎ) := � 5 + B�(?, ℎ). By (5.11) there exists

(5.12) 1′ ∈ �?,ℎ with �(1′;�?,ℎ) ≤ �(4!0
;�?,ℎ) + S(,) + 1

2
& ≤ � 5 + S(,) + 1

2
& ,

such that 4!0
= �

�?,ℎ

1
(1′).

Recall from point (2.14) of Theorem 2.14 that pr
0
◦ �1 CF(!0 ,!0;?) = id. Set 1 := �1(1′)

and apply pr
0
◦ �1 to the equality 4!0

= �
�?,ℎ

1
(1′). We obtain

(5.13) 4!0
= pr

0
◦ �M

1
(1), �

(
1;M(!0)

)
≤ �(1)(?, ℎ) + S(,) + 1

2
&,

where �(1)(?, ℎ) := � 5 + B�(?, ℎ). Obviously �(1)(?, ℎ) ∈ $(N). (Note that 5 → 0

as ? → ?0 ∈ N.)

Using the splitting (2.30) write 1 = 10 + · · · + 1: , with 18 ∈ CF(!0 , !8 ; ?) and

�
(
18 ; CF(!0 , !8 ; ?)

)
≤ �(2)(?, ℎ) + S(,) + 1

2
&,

where �(2)(?, ℎ) is a new constant such that lim�(2)(?, ℎ) ∈ $(N).
Continuing to apply Theorem 2.14 we have

(5.14) @ = pr
0
◦ �M

1
(1) =

:∑
9=0

00, 9(1 9) = �
CF(!0 ,!0;?)
1

(10) +
:∑
9=1

00, 9(1 9),

where the operators 08 , 9 are the entries of thematrix representation of�M
1
with respect

to the splitting (2.30). By Lemma 5.3, 〈�1(10), @〉 = 0, hence there exists 1 ≤ 90 ≤ :
such that

(5.15)

〈
00, 90(1 90), @

〉
≠ 0, �

(
〈00, 90(1 90), @〉

)
≤ �(1) = 0.

Here � is the standard valuation of Λ (see (3.11)).
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By Theorem 2.14 there exist chains 28′ ,8′′ ∈ CF(!8′ , !8′′ ; ?), for all 8′ < 8′′, with

�(28′ ,8′′) ≤ �(3)(?, ℎ), where �(3)(?, ℎ) ∈ $(N) and such that

00, 90(1 90) =
∑

2≤3, 8
�
FD:(C;?)
3

(1 90 , 283 ,83−1
, . . . , 282 ,81),

where 8 = (81 , . . . , 83) runs over all partitions 0 = 81 < 82 · · · < 83−1 < 83 = 90.

It follows that there exists a partition 80 = (80
1
, . . . , 80

3
)with 3 ≥ 2, for which〈

�
FD:(C;?)
3

(1 90 , 280
3
,80
3−1

, . . . , 280
2
,80

1

), @
〉
≠ 0, �

(〈
�
FD:(C;?)
3

(1 90 , 280
3
,80
3−1

, . . . , 280
2
,80

1

), @
〉)
≤ 0.

Writing 1 90 as a linear combination (over Λ) of elements from !0 ∩ ! 90 and similarly

for the 280A ,80A−1

’s, we deduce that there exist G ∈ !0 ∩ ! 90 , %()) ∈ Λ, and IA ∈ !80A ∩ !80A−1

,

&A ∈ Λ for A = 2, . . . , 3, such that

�(%())G) ≤ �(2)(?, ℎ) + S(,) + 1

2
&,

�(&A())IA) ≤ �(3)(?, ℎ), for all 2 ≤ A ≤ 3,〈
�
FD:(C;?)
3

(%())G, &3())I3 , . . . , &2())I2), @
〉
≠ 0,

�
(〈
�
FD:(C;?)
3

(%())G, &3())I3 , . . . , &2())I2), @
〉)
≤ 0.

Note that 3, as well as the points G, I3 , . . . , I2, @, all depend on (?, ℎ), but for the

moment we suppress this from the notation.

Since �(%())G) = −�(%())) and �(&A())IA) = −�(&A()))we obtain

(5.16) �
(〈
�
FD:(C;?)
3

(G, I3 , . . . , I2), @
〉)
≤ S(,) + 1

2
& + �(4)(?, ℎ),

where �(4)(?, ℎ) ∈ $(N).
Denote by D(?) = ( (?), �(?)) the perturbation datum prescribed by ? ∈ �′′

reg
for

the tuple of Lagrangians (!0 , !90 , !83−1
, . . . , !82 , !0). It follows from (5.16) that there

exists a non-constant Floer polygon D ∈M(G, I3 , . . . , I2 , @; D(?))with

$(D) ≤ S(,) + 1

2
& + �(4)(?, ℎ).

Let ?0 ∈ N be any choice of perturbation data which assigns to the tuple of

Lagrangians (!0 , !90 , !83−1
, . . . , !82 , !0) the perturbation data D(?0) = ( = 0, �(?0)),

where �(?0) is a family of almost complex structures that coincide with �� on �
(see (5.8)).

Fix a generic �1
-small Morse function 5 as on page 88. We now choose a sequence

{(?= , ℎ=)} in �′′reg
with (?= , ℎ=) → (?0 , 0) as = →∞, andwith the following additional

property. The Hamiltonian function �!0 ,!0(=) prescribed by ?= for the Floer datum

D!0 ,!0
(?=) of (!0 , !0) is �!0 ,!0

1

= 5
, i.e. constructed as on page 88 but with the function

1

= 5

instead of 5 . Consequently, the point @ (the maximum of
1

= 5 ) does not depend on =.

Passing to a subsequence of {(?= , ℎ=)} if necessary we may assume that both 3
as well as the points G, I3 , . . . , I2 above do not depend on = either. (Note that by

Theorem 2.14, 3 ≤ :, so there are only finitely many possible values for 3.)
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In summary, we obtain a sequence D= ∈M(G, I3 , . . . , I2 , @; D(?=))with

$(D=) ≤ S(,) + 1

2
& + �(4)(?= , ℎ=).

By a compactness result [OZ], [OZ11] (see also [FO97], [Oh96b], [Oh96a]) there exists
a subsequence of {D=} which converges to a union of Floer polygons E0 , E1 , . . . , E; ,
; ≥ 0, together with a (possibly broken) negative gradient trajectory � of 5 . 9

TheFloerpolygons E8map theboundary components of their domainsofdefinition

to some of the Lagrangians in the collection !0 , !90 , !83−1
, . . . , !82 , !0. Moreover, E0

maps one of its boundary components to !0. The maps E8 satisfy the Floer equation

corresponding to the perturbation data prescribed by ?0. Consequently they are all

genuine pseudo-holomorphic (i.e. without Hamiltonian perturbations) with respect

to the (domain-dependent) almost complex structures prescribed by ?0. In particular,

one has $(E8) ≥ 0 for every 8.

As $(D=) ≤ S(,) + 1

2
& + �(4)(?= , ℎ=) for every =, we have

∑;
8=0

$(E8) ≤ S(,) + 1

2
&,

hence

(5.17) $(E0) ≤ S(,) + 1

2
&.

The other part of the limit of {D=}, namely the negative gradient trajectory � of 5 ,
emanates from an !0-boundary point of one of the polygons, say E0, and ends at the

point @.
Consider now E0 and �. Note that � must be the constant trajectory at the point @

since it goes into @ which is a maximum of 5 . It follows that the polygon E0 passes

(along its boundary) through the point @.
We now appeal to the special form of �(?0) over the ball �. Recall that E0 is

�(?0)-holomorphic. Thus restricting E0 to the subdomain (of its definition) which is

mapped to Int (�)we obtain a proper ��-holomorphic curve E′
0
parametrized by a non-

compact Riemann surface with one boundary component. Moreover that boundary

component ismapped to �∩!0, and @ ∈ �which is the center of the ball is in the image

of that boundary component. Passing to the standard ball �(A) via the symplectic

embedding 4 mentioned in (5.8) we obtain from E′
0
a proper �std-holomorphic curve

E′′
0
inside �(A)which passes through 0 and its boundary is mapped to �ℝ(A) ⊂ �2=(A).

Applying a reflection along ℝ= × 0 to E′′
0
, and gluing the result to E′′

0
we obtain

a proper �std-holomorphic curve (without boundary) Ẽ′′
0
in Int �2=(A) which passes

through 0. By the Lelong inequality we have �A2 ≤ $std( Ẽ′′
0
). Putting everything

together we obtain

�(!0 , () − & ≤ �A2 ≤ $( Ẽ′′
0
) = 2$(E′′

0
) ≤ 2$(E0) ≤ 2S(,) + &.

Since this inequality holds for all & > 0 the desired inequality (5.3) follows.

Proof of Lemma 5.3. — Recall that the Hamiltonian function in the Floer data D!0 ,!0

of (!0 , !0) is �!0 ,!0

5
and we have O(�!0 ,!0

5
) = Crit( 5 ).

Let D : ℝ × [0, 1] → " be a Floer strip connecting G− to G+, where G± ∈ Crit( 5 ).
Identifying (� \ {−1,+1}, %� \ {−1,+1})with (ℝ×[0, 1],ℝ×{0}∪ℝ×{1})we obtain

9. “Broken” means that the trajectory might pass through several critical points of 5 .
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from D a map D′ : (� \ {−1,+1}, %� \ {−1,+1}) → (", !0) that extends continuously
to a map D̄ ′ : (�, %�) → (", !0). Since !0 is weakly exact we have $(D̄′) = 0, hence

$(D) = 0.

By (3.13) it follows that 5 (G−) = 5 (G+) + �(D), where �(D) is the energy of D
(see (3.2)). As �(D) ≥ 0 we have 5 (G−) ≥ 5 (G+)with equality iff �(D) = 0.

Suppose by contradiction that 〈�1(G), @〉 ≠ 0 for some G ∈ Crit( 5 ). Let D be a Floer

strip that contributes to �1(G) and connects G to @. By the above, we have 5 (G) ≥ 5 (@).
Since @ is the unique maximum of 5 it follows that G = @. Moreover, �(D) = 0. The

latter implies that %BD ≡ 0. But this can happen only if D is the constant strip at @
which contradicts the fact that D contributes to �1(G). �

To complete the proof of inequality (5.3) it remains only to treat the case when the

Lagrangians !0 , !1 , . . . , !: donot intersect pairwise transversely. Fix & > 0.Weapply :
Hamiltonian isotopies, one to each Lagrangian !8 , 1 ≤ 8 ≤ :, such that the following

holds:

1) The images !′
1
, . . . , !′

:
of !1 , . . . , !: after these isotopies are such that

!0 , !
′
1
, . . . , !′

:
intersect pairwise transversely.

2) The Hofer length of each of these isotopies is ≤ &/:.
3) �(!0; () − & ≤ �(!0; (′), where (′ = !′

1
∪ · · · ∪ !′

:
.

Let + : !0 (!1 , . . . , !:) be a weakly exact cobordism. We now glue to each of

the negative ends !8 of + the Lagrangian suspension associated to the preceding

Hamiltonian isotopy used to move !8 to !′
8
. The result is a new cobordism +′ :

!0 (!′
1
, . . . , !′

:
)whose shadow satisfies S(+′) ≤ S(+) + &.

Since the ends of +′ intersect pairwise transversely it follows from what we have

already proved that S(+′) ≥ 1

2
�(!0; (′). Therefore:

1

2
�(!0; () − 1

2
& ≤ 1

2
�(!0; (′) ≤ S(+′) ≤ S(+) + &.

As this holds for all & > 0 the result readily follows.

This completes the proof of inequality (5.3).

We now turn to the proofs of the other two statements of Theorem 5.1.

5.1.1. Proof of statement (i). — As in the previous part of the proof, we first assume

that the Lagrangians !1 , . . . , !: intersect pairwise transversely.

Fix & > 0 small enough such that

(5.18) S(+) + & < 1

2
�Σ
′(# ∪ () − 1

2
&.

Fix also A > 0 with

(5.19) �Σ
′(# ∪ () − & ≤ �A2 < �Σ

′(# ∪ ().
WriteΣ′ = #∩( = {G1 , . . . , G<} for the double points of#∪(, and let 4G8 : �(A) → ",

8 = 1, . . . , <, be a collection of symplectic embeddings with the properties as in the

definition of �Σ
′
on page 85 (we take L = # ∪ ( and & = ∅ in that definition).

Denote � :=
⋃<
8=1

image (4G8 ) and let �� be the complex structure on � whose value
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Figure 6. The curves � and �′ and the cobordism + .

on image (4G8 ) is the push forward (4G8 )∗(�std) of the standard complex structure �std
of �(A) via the map 4G8 .

We consider now two curves �, �′ of the the same shape as in the earlier part of

the proof (see Figure 6) and such that (similarly to (5.7)) there exists a Hamiltonian

isotopy, horizontal at infinity, !C : ℝ2 → ℝ2
, C ∈ [0, 1], with !0 = id, !1(�) = �′ and

with

(5.20) length{!C} ≤ S(+) + 1

2
&.

Next we set up the Fukaya categories involved in the proof. Let Cbe the collection

of Lagrangians !1 , . . . , !: , !. We will work with the Fukaya FD:(C; ?) defined with

choices of perturbation data ? with the following restrictions. The Floer data of

(#, !8), prescribed by ?, are of the type D#,!8 = (�#,!8 = 0, �(?)), where �(?) = {�C(?)}
is a family of almost complex structures such that �C(?) � = �� for all C. The Floer data
D!8 ,!9 8 ≠ 9 have the 0Hamiltonian function. Finally, the perturbationdata D#,!83 ,...,!81

,

3 ≥ 2, all have vanishing Hamiltonian form, i.e. they are of the type ( = 0, �). Due

to the assumption that #, !1 , . . . , !: intersect pairwise transversely, regular choices

of perturbation data with the above properties do exist. We denote the space of such

regular choices by �′′
reg

. (It is important to note that the restriction that �C(?) � = ��

for every C does not pose any regularity problem since every Floer strip or polygon

relevant for the definition of FD:(C; ?) cannot have its image lying entirely inside �,
and outside of � we have not posed any restrictions on the choice of almost complex

structures.)

We set up the Fukaya categories FD:cob( C̃1/2 , ��(?, ℎ)) and FD:cob( C̃1/2 , ��′(?, ℎ))
and the associated inclusion functors in the same way as in the previous part of the

proof.

Let V, V′ be the Yoneda modules corresponding to + , one time viewed as an

object+ ∈ Ob(FD:cob( C̃1/2; ��(?, ℎ))) and one time as+ ∈ Ob(FD:cob( C̃1/2; ��′(?, ℎ))).
Consider the pull-back modules

M+ ;�,?,ℎ := I∗�;?,ℎ V, M+ ;�′ ,?,ℎ := I∗�;?,ℎ V′.
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By Proposition 3.5 (and (3.32)) we have

(BℎM+ ;�,?,ℎ = C>=4
(
L:

):−−→ C>=4
(
L:−1

):−1−−−−→(5.21)

C>=4
(
· · · C>=4

(
L2

)
2−−→ L1

) )
···

) )
,

where Bℎ → 0 as ℎ → 0, and similarly to what we have had on page 90,

)̄8 = ()8 , 0, δ(i)), with )8 a homomorphism of modules that shifts action by ≤ 0 and

has discrepancy ≤ δ(?, ℎ), where for every 3 we have �3(?, ℎ) ∈ $(N). By similar

arguments, (B
′
ℎM+ ;�′ ,?,ℎ = L, where L is the Yoneda module of !, and B′

ℎ
→ 0

as ℎ → 0.

Consider now the chain complexes

C?,ℎ :=M+ ;�,?,ℎ(#), C′?,ℎ :=M+ ;�′ ,?,ℎ(#)
endowed with the differential coming from the �∞-modules M+ ;�,?,ℎ , M+ ;�′ ,?,ℎ . 10

By definition

C?,ℎ = CF(� × #,+ ; D�×#,+ ),
where D�×#,+ is the Floer datum prescribed by ��(?, ℎ). Similarly

C′?,ℎ = CF(�′ × #,+ ; D�′×#,+ ),
where D�′×#,+ is the Floer datum prescribed by ��′(?, ℎ). Consider now the Hamilto-

nian isotopy !̃C := !C × id : ℝ2 × " → ℝ2 × ", C ∈ [0, 1], where !C is the Hamil-

tonian isotopy from page 95. Note that {!̃C} is horizontal at infinity and by (5.20)

has Hofer length ≤ S(+) + 1

2
&. Since !̃1(� × #) = �′ × # , by standard Floer theory

(see e.g. [FOOO09a, Chapter 5]) this isotopy induces two chain maps

) : C?,ℎ −→ C′?,ℎ , # : C′?,ℎ −→ C?,ℎ ,

which are both filtered and such that # ◦ ) is chain homotopic to id by a chain

homotopy that shifts action by ≤ S(+) + &. More specifically

# ◦ ) = id+ 3C?,ℎ + 3C?,ℎ ,

where 3C?,ℎ
is the differential of C?,ℎ and  is a Λ-linear map that shifts action by

≤ S(+) + &. Using the formalism of (2.44) this means that

(5.22) �ℎ(# ◦ ) − id) ≤ S(+) + &.
We now appeal to Theorem 2.14, by which we obtain the following:

⊲ A chain complex M(#) whose underlying Λ-module coincides with C?,ℎ and

whose differential �M(#)
1

is described by (2.31) from Theorem 2.14.

⊲ An isomorphismof chain complexes �1 : M(#) → C?,ℎ such that both �1 and its

inverse �−1

1
: C?,ℎ →M(#) shift actionby≤ �(1)(?, ℎ),where�(1)(?, ℎ) ∈ $(N).

We now estimate the action drop ��M(#)
1

(as defined in (2.42)) of the differential

�M(#)
1

of the chain complex M(#). By Theorem 2.14 the differential �M(#)
1

comprises

various �3-operations, 1 ≤ 3 ≤ :, associated to tuples of Lagrangians of the type

(#, !83 , !83−1
, . . . , !82 , !81), where 8 = 81 < · · · < 83 ≤ 9, 1 ≤ 8 ≤ 9 ≤ :. Recall also that

the perturbation data ? ∈ �′′
reg

were chosenwith vanishingHamiltonian perturbation

10. Note that C?,ℎ defined here is different than the C?,ℎ from page 90.

ASTÉRISQUE 426



5.1. PROOF OF THEOREM 5.1 97

for tuple of Lagrangians as above. Therefore, the above mentioned �3-operations are
defined by counting (unperturbed) pseudo-holomorphic polygons D with corners

mapped to intersection points between consecutive pairs of Lagrangians in tuples as

above.

Each polygon D contributing to these �3-operations has an intersection point

in # ∩ ! 9 as one of its inputs and an intersection point in # ∩ !8 as its output.

Moreover, these polygons are ��-holomorphic over �. We thus obtain

$(D) ≥ $(image (D) ∩ �) ≥ 1

4
�A2 + 1

4
�A2 = 1

2
�A2 ,

where thefirst inequalityholdbecauseD is unperturbed-pseudo-holomorphic over its

entire domain, while the second inequality follows from a Lelong-inequality type of

argument (see e.g. [BC07], [BC06]). Combining the preceding inequalities with (5.19)

we deduce that every Floer polygon D that participate in the calculation of the differ-

ential �M(#)
1

must satisfy $(D) ≥ 1

2
�Σ
′(# ∪ () − 1

2
&. It follows that

(5.23) ��M(#)
1

≥ 1

2
�Σ
′(# ∪ () − 1

2
&.

In viewof themap �1 and its inverse �−1

1
, mentioned earlier in the proof,we deduce

the following estimate for the action drop of the differential of C?,ℎ :

�
3
C?,ℎ ≥ 1

2
�Σ
′(# ∪ () − 1

2
& − 2�(1)(?, ℎ).

As �(1)(?, ℎ) ∈ $(N), by choosing ? ∈ �′′
reg

close enough to N and the profile func-

tion ℎ small enough, we may assume in view of (5.18) that

1

2
�Σ
′(# ∪ () − 1

2
& − 2�(1)(?, ℎ) > S(+) + &.

Combining the above together with (5.22) we obtain

�
3
C?,ℎ > S(+) + & ≥ �ℎ(# ◦ ) − id).

By Lemma 2.15 (applied with � = C?,ℎ , 5 = # ◦ ), 6 = id) we deduce that # ◦ ) is

injective. It follows that) : C?,ℎ → C′?,ℎ is injective too, hencedimΛ C?,ℎ ≤ dimΛ C′?,ℎ .
But

C?,ℎ =

:⊕
8=1

⊕
G∈#∩!8

Λ · G, C′?,ℎ =
⊕
G∈#∩!

Λ · G,

which implies the desired inequality (5.4). This completes the proof of statement (i)

under the additional assumption that !1 , . . . , !: intersect pairwise transversely.

It remains to treat the case when the Lagrangians !1 , . . . , !: do not necessarily

intersect pairwise transversely.

Let + be a cobordism as in the statement of the theorem. Fix A > 0 and & > 0 with

(5.24) S(+) + & < �A2 < �Σ
′(# ∪ ().

Let 4G : �(A) → ", G ∈ Σ′ = # ∩ (, be a collection of symplectic embeddings as in

the definition of �Σ
′(# ∪ () on page 85. Since Σ′ =

⋃:
8=1
(# ∩ !8) and the latter union

is disjoint every G ∈ Σ′ belongs to precisely one of the Lagrangians !1 , . . . , !: . Now
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let H ∈ Σ′ and assume that H ∈ # ∩ !8 . Let 9 ≠ 8. It is easy to see from the assumptions

imposed on the embeddings 4G in the definition of �Σ
′(# ∪ () that

! 9 ∩ 4H
(
�(A)

)
= ∅.

In particular ! 9 ∩!8 lies outside of 4H(�(A)). It follows that

⋃
8′<8′′(!8′ ∩!8′′) lies outside

of � :=
⋃
G∈Σ′ image 4G(�(A)).

Next, apply a small Hamiltonian perturbation to each of the Lagrangians

!1 , . . . , !: , keeping them fixed inside �, so as to obtain new Lagrangians !′
1
, . . . , !′

:
that intersect pairwise transversely. By taking these perturbations small enough we

may also assume that no new intersection points between ( and# have been created,

i.e. !′
8
∩ # = !8 ∩ # for every 8. Moreover, we take these Hamiltonian perturbations

to be small in the Hofer metric so that the Hofer length of each of the isotopies

generating the above perturbations is ≤ 1

2:
&.

We now glue to each of the negative ends !8 of + the Lagrangian suspension

associated to the preceding Hamiltonian isotopy used to move !8 to !
′
8
. The result is a

new cobordism+′ : ! (!′
1
, . . . , !′

:
)withS(+′) ≤ S(+)+ 1

2
&. Combiningwith (5.24)

we get:

S(+′) ≤ �Σ
′(# ∪ (′).

As the ends !′
8
of +′ intersect pairwise transversely, by what we have proved earlier

we have

#(# ∩ !) ≥
:∑
8=1

# (# ∩ !′8).

Since # ∩ !′
8
= # ∩ !8 for all 8, the results follows and completes the proof of

statement (i).

5.1.2. Proof of statement (ii). — The proof is similar to the proof of statement (i)

above, only that now we use Proposition 2.18 to estimate #(# ∩ !) in (5.5) instead

of Lemma 2.15. Below we will mainly go over the points in the proof that differ from

the proof of statement (i).

Fix & > 0 small enough and A > 0 so that

(5.25) S(+) + & < 1

4
�Σ
′′((;#) − 1

4
&, �Σ

′′((;#) − & ≤ �A2 < �Σ
′′((;#).

Next, fix symplectic embeddings 4G : �(A) → ", G ∈ Σ′′, as in the definition of

�Σ
′′((;#) on page 85. Fix also curves �, �′ as in the proof of statement (i). We set

up the Fukaya categoriesFD:(C; ?),FD:cob( C̃1/2 , ��(?, ℎ)),FD:cob( C̃1/2 , ��′(?, ℎ)) and
the inclusion functorsI�;?,ℎ ,I�′;?,ℎ , in the samewayas in theproof of statement (i).We

then define the chain complexes C?,ℎ , C
′
?,ℎ , and the two chain maps ) : C?,ℎ → C′?,ℎ ,

# : C′?,ℎ → C?,ℎ , with

(5.26) # ◦ ) = id+ ◦ 3C?,ℎ + 3C?,ℎ ◦  ,

where  shifts action by ≤ S(+) + &.
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As before, we now use Theorem 2.14 and obtain a chain complex M(#) whose

underlying Λ-module coincides with C?,ℎ and equals

(5.27) M(#) =
:⊕
8=1

CF(#, !8 ; D#,!8 ).

ByTheorem2.14 thedifferential�M(=)
1

canbewrittenwith respect to the splitting (5.27)

as an upper triangular matrix of operators (08 , 9)with diagonal elements

08 ,8 = �
CF(#,!8 ;D#,!8

)
1

.

Write �M(#)
1

= 30 + 31 , where:

⊲ 30 =
⊕:

8=1
�

CF(#,!8 ;D#,!8
)

1
with respect to (5.27) and

⊲ 31 : M(#) →M(#) is the operator represented by the part of the matrix (08 , 9)
that lies strictly above the diagonal.

The operator 31 consists of sums of �3-operations, 3 ≥ 2, where among the inputs

of each such operation there is at least one point from !8∩! 9 , 8 < 9. A similar argument

to the one used on page 96 in estimating ��M(#)
1

in the proof of statement (i) shows

that �31
≥ 1

4
�A2

. Here, �31
is the action drop of 31 (see Section 2.7, page 44).

Combining with (5.25) we get

(5.28) �31
≥ 1

4
�Σ
′′((;#) − 1

4
&.

Put 5 ′ := # ◦) : C?,ℎ → C?,ℎ . By (5.26) we have �ℎ( 5 ′− id) ≤ S(+)+ &. Recall from
Theorem 2.14 the isomorphism of chain complexes �1 : C?,ℎ →M(#) such that both

�1 and its inverse �−1

1
shift action by ≤ �(1)(?, ℎ), where �(1)(?, ℎ) ∈ $(N). Consider
5 := �1 ◦ 5 ′ ◦ �−1

1
: M(#) −→M(#).

We would like to apply Proposition 2.18 to � = M(#), 30, 31 as defined above and

the map 5 . We have

5 − id = (�1 ◦  ◦ �−1

1
) ◦ 3C?,ℎ + 3C?,ℎ ◦ (�1 ◦  ◦ �−1

1
),

hence �ℎ( 5 − id) ≤ S(+) + & + 2�(1)(?, ℎ). As �(1)(?, ℎ) ∈ $(N), by taking ? close

enough toNand the profile function ℎ small enough,wemay assume in viewof (5.25)

that

S(+) + & + 2�(1)(?, ℎ) < 1

4
�Σ
′′((;#) − 1

4
&.

Together with (5.28) we now obtain

(5.29) �ℎ( 5 − id) < �31
.

In order to apply Proposition 2.18 it remains to check that

(5.30) dimΛ �∗
(
M(#), 30

)
≥ dimΛ �∗

(
M(#), �M(#)

1

)
.

This follows from standard results in homological algebra since

�∗
(
M(#), 30

)
=

:⊕
8=1

HF(#, !8), �∗
(
M(#), �M(#)

1

)
� �∗(C?,ℎ , 3C%,ℎ )
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and C?,ℎ is an iterated cone of the type

C?,ℎ = C>=4
(
CF(#, !:) → C>=4

(
CF(#, !:−1)
→ C>=4

(
· · · C>=4

(
CF(#, !2) → CF(#, !1)

)
···

) )
.

We are now in position to apply Proposition 2.18, by which we obtain

dimΛ

(
image ( 5 )

)
≥ dimΛ �∗(M(#), 30) =

:∑
8=1

dimΛ HF(#, !8).

On the other hand dimΛ(image ( 5 )) ≤ dimΛM(#) = ∑:
8=1

#(# ∩ !8). Putting the last

two inequalities together yields (5.5) and concludes the proof of statement (ii). �

5.1.3. Remark. — The following argument, due toMisha Khanevsky, leads to a more

direct proof of an inequality as in the first part of Theorem 5.1 but gives a weaker

estimate. We reproduce the argument here with Khanevsky’s permission.

A result of Usher (Theorem 4.9 in [Ush14]) claims that, given two Lagrangians

+ and +′ that intersect transversely and non-trivially, there exists � > 0 depending

on + and +′, such that the energy (in the sense of Hofer geometry) required to

disjoin + from +′ is greater than �. This result was proven for compact or (tame at

infinity) symplectic manifolds but can be adjusted without any difficulty to the case

of Lagrangians with cylindrical ends in ℂ ×".

Assume that ! ⊄
⋃
8 !8 and let ) be a small Lagrangian torus, disjoint from all !8 ’s,

and such that ) intersects ! transversely and non-trivially. Let �′ be a curve as

in Figure 6 and let+′ = �′×). Thus+′ and+ intersect non-trivially and transversely

(see also Figure 4). The isotopy Ψ taking the curve � to the curve �′ in Figure 6

disjoins+′ from+ and thus its energy �(Ψ) has to exceed �. At the same time,Ψ can

be picked in such a way that �(Ψ) is as close as needed to S(+) and thus we deduce

the inequality S(+) ≥ � which finishes Khanevsky’s argument.

However, notice that the dependence on ) of the constant � here means that

it is generally smaller than �(!; () from the statement of Theorem 5.1. Note also

that this argument does not imply the points (i) and (ii) of the statement and it

also can not be adjusted to estimate the algebraic measurements that we will see later

in Corollary 6.13.

5.2. Proof of Theorem 5.2

The proof of inequality (5.4) given in Section 5.1 carries over to the monotone case

without any modifications.

We now explain how to adjust the proof of (5.3) given in Section 5.1 in order to

prove (5.6).

We may assume throughout the proof that S(+) < �!, for otherwise inequal-

ity (5.6) is trivially satisfied. We need to prove that S(+) ≥ 1

2
�(!; ().

We fix & > 0 as in the proof of (5.3) but we require additionally that

(5.31) S(,) + & < �!.
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The proof now goes along the same lines as the proof of (5.3), detailed in Section 5.1,

up to the point where we had to use Lemma 5.3 (see page 91). That lemma does not

hold in the monotone case, and we will now use the following lemma instead:

Lemma 5.4. — Let 2 ∈ Crit( 5 ), viewed as an element of O(�!0 ,!0

5
).

If
〈
�

CF(!0 ,!0;?)
1

(2), @
〉
≠ 0 then �

(〈
�

CF(!0 ,!0;?)
1

(2), @
〉)
≥ �!0

.

We postpone the proof for a while and continue with the proof of Theo-

rem 5.2. As in the proof of Theorem 5.2 we decompose the element 1 from (5.13)

as 1 = 10 + · · · + 1: with 18 ∈ CF(!0 , !8 ; ?). We cannot deduce that 〈�1(10), @〉 = 0, as

earlier. However by Lemma 5.4 and (5.31) we still obtain

�
(
〈�1(10), @〉

)
≥ �!0

− S(,) − �(2)(?, ℎ) − 1

2
& > 1

2
& − �(2)(?, ℎ),

where �(2)(?, ℎ) ∈ $(N). By taking ? close enough to ?0 ∈ Nand ℎ small enough we

may assume that �(〈�1(10), @〉) > 0. In view of (5.14) we can now deduce, as before,

that there exists 1 ≤ 90 ≤ : such that (5.15) holds. From this point on, the proof

continues exactly as carried out in the weakly exact case in Section 5.1.

It remains to prove the preceding lemma.

Proof of Lemma 5.4. — Let D ∈ M(2, @; D!0 ,!0
) be a Floer strip that goes from 2 to @

and contributes to �CF(!0 ,!0;?)
1

(G). We need to show that $(D) ≥ �!0
.

Indeed, as in the proof of Lemma 5.3 on page 91, after identifying(
ℝ × [0, 1],ℝ × {0} ∪ℝ × {1}

)
with

(
� \ {−1,+1}, %� \ {−1,+1}

)
the map D extends continuously to a map D̄ : (�, %�) → (", !0). The dimension of

the component of D in the space M∗(2, @; D!0 ,!0
) of non-parametrized Floer trajectories

connecting 2 to @ is given by

dimM∗D(2, @; D!0 ,!0
) = |2 | − |@ | − 1 + �

(
[D̄]

)
= |2 | − = − 1 + �

(
[D̄]

)
,

where � is the Maslov index and [D̄] ∈ ��
2
(", !0) is the homology class induced

by D̄ . Since dimM∗D(2, @; D!0 ,!0
) ≥ 0 we must have

�
(
[D̄]

)
≥ = + 1 − |2 | > 0.

By monotonicity of !0 we have $([D̄]) ≥ �!0
, hence $(D) ≥ �!0

. This concludes the

proof of Lemma 5.4. �

The proof of Theorem 5.2 is now complete.

5.3. The quasi-exact and quasi-monotone cases

For the applications in Chapter 6, versions of Theorems 5.1 and 5.2 will be impor-

tant for the quasi-exact and quasi-monotone cases. The definitions of these classes of

Lagrangian cobordisms appear in Chapter 4 (see Definitions 4.2 and 4.4).

We have the following generalization of Theorems 5.1 and 5.2 to the quasi-exact

and quasi-monotone cases.
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Theorem 5.5. — Let !, !1 , . . . , !: be weakly exact Lagrangians (resp. monotone Lagran-
gians in L06mon,d(")) and + : ! (!1 , . . . , !:) a quasi-exact (resp. quasi-monotone)
Lagrangian cobordism. Let  + ⊂ ℝ2 be a compact subset, homeomorphic to a closed 2-disk,
which is quasi-exact (resp. quasi-monotone) admissible for + . Then all the statements of
Theorem 5.1 (resp. Theorem 5.2) continue to hold with S(+) replaced by Area( + ).

5.3.1. Remarks
1) For  + as in the theorem we have Area( + ) ≥ S(+).
2) If+ is a connectedmonotone cobordism then all its ends have the sameMaslov-2

disk count: d! = d!8 = d+ . However, the latter is not clear if we only assume

that + is quasi-monotone. The issue is that we do not know whether there exists an

almost complex structure �+ for which both (�+ ,  + ) is quasi-monotone admissible

and in addition �+ is regular for all �+ -holomorphic disks of Maslov-2. A typical

argument would be to perturb �+ inside  + to achieve regularity and then try to

argue by Gromov compactness that for a small enough perturbation �&
+
all pseudo-

holomorphic disks have Maslov index ≥ 2. The problem with this approach is that

as &→ 0 theremight be �&
+
-holomorphic disks D& with�(D&) ≤ 0 andwith$(D&) → ∞,

hence we cannot apply Gromov compactness to D& as &→ 0.

For this reason, in Theorem 5.5 for the quasi-monotone case, we have assumed ex-

plicitly that all the Lagrangians !, !8 have the sameMaslov-2 disk count d. Of course,

in the monotone case, Theorem 5.2, this is not needed as it follows from the assump-

tion that + is monotone and connected.

5.3.2. Proof of �eorem 5.5. — In view of the theory developed in Chapter 4 (espe-

cially Propositions 4.3 and 4.6), the proof is essentially the same as the proofs of

Theorems 5.1 and 5.2 as presented above. The main change is that the projection

of the “non-cylindrical” part of + should now be replaced by  + . Other than that,

instead of working with the modules V, W, M+ ;�,?,ℎ , M, ;�,?,ℎ one uses their quasi-

exact or quasi-monotone versions V@ , W@ , M
@

+ ;�,?,ℎ , M
@

, ;�,?,ℎ , where @ stands for

either @ = qe or @ = qm. �
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CHAPTER 6

METRICS ON SPACES OF LAGRANGIANS AND EXAMPLES

This chapter gives some context to the phenomena reflected in Theorem 5.1 and

discusses a number of applications and ramifications.

The first goal is to introduce metrics on the space of Lagrangian submanifolds that

come from shadowmeasurements. Roughly speaking, our metrics will be defined by

infimizing the shadow over all (multiply ended) Lagrangian cobordisms with two of

their ends coinciding with two given Lagrangian submanifolds. As usual, the diffi-

cult part is in showing that this procedure leads to a non-degenerate measurement,

and the main ingredient in establishing the non-degeneracy of our metrics will be

Theorem 5.1 and its various versions.

Of course, in order to obtain non-degeneracy we need to restrict the class of

Lagrangians in" and the class of cobordisms inℝ2×" in our considerations. The two

classes of Lagrangians (in ") that we will focus on, are weakly-exact Lagrangians

and monotone ones. Naturally, we would like to use cobordisms of the same class

(weakly-exact or monotone) in defining the metrics. However, here a new problem
arises. In order to retain the triangle inequality for our metrics we need to infimize

shadows over a class of Lagrangian cobordisms that is closed under composition

(or gluing) of two cobordisms along a pair of matching ends. As it turns out, neither

the class of weakly-exact cobordisms nor the class of monotone ones seems to enjoy

this property (unless one imposes additional topological restrictions). It is at this point

that we need to appeal to the more general class of quasi-exact and quasi-monotone

cobordisms. The next section elaborates on this issue and how to solve it.

6.1. Setting up the right class of cobordisms

Let:

∗ = we (weakly exact) or
∗ = (mon, d) (monotone with Maslov-2 disk count equal to d).

Denote by L06∗(") the collection of Lagrangian submanifolds ! ⊂ " of class ∗.
Let & be a class of Lagrangian cobordisms with ends in L06∗(").
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We will denote by L06&,∗(ℝ2 × ") the collection of Lagrangian cobordisms of

class & with ends in L06∗(").
We say that & (or L06&,∗(ℝ2 × ")) is closed under composition if for every two

cobordisms + : ! (!1 , . . . , !A) and , : ! 9 ( 1 , . . . ,  B) in L06&,∗(ℝ2 × ")
their composition along ! 9 ,

, ◦+ : ! (!1 , . . . , ! 9−1 ,  1 , . . . ,  B , !9+1 , . . . , !A) ,

is also in L06&,∗(ℝ2 × "). Here and in what follows we always assume that the

matching end ! 9 is connected.
It is easy to see by an application of theVanKampen theorem that ifwe consider, ,

+ monotone and both inclusions, → " and + → " are trivial in �1, then, ◦+
is again monotone with �1(, ◦ +) → �1(") trivial (these are the assumptions

in [BC14]). Moreover, if, , + are weakly exact, connected cobordisms with a single

positive end and a single negative end both connected, then, ◦ + is weakly exact.

Indeed, by results in [BS19] a weakly exact simple cobordism+ has the property that

themap induced on�1 by the inclusion of an end of+ into+ is epimorphic. Using this

fact, the Van Kampen theorem again implies the claim. However, these conditions are

quite restrictive and, without them, the class of weakly exact cobordisms generally

seems not to be closed under composition, and the same for monotone cobordisms.

At the same time we will see soon that the classes of quasi-exact cobordisms

(with weakly exact ends) and the class of quasi-monotone cobordisms (with ends

in L06mon,d(")) are closed under composition. This is the reason we will appeal to

these classes of cobordisms.

However, for our applicationswewill actually need to somewhat restrict the classes

of quasi-exact and quasi-monotone cobordisms as follows.

Definition 6.1 (Tightly quasi-exact and quasi-monotone cobordisms). — Let + ⊂
ℝ2 ×" be a quasi-exact (resp. quasi-monotone) cobordism with ends in L06we(")
(resp. L06mon,d(")). In the “(mon, d)” case assume in addition that not all the ends

of + are void. We say that + is tightly quasi-exact (resp. tightly quasi-monotone) if

for every compact subset  + ⊂ ℝ2
, homeomorphic to a closed 2-disk, for which + is

cylindrical over ℝ2 \ Int ( + ) (see Definition 4.1), there exists �+ such that (�+ ,  + ) is
quasi-exact (resp. quasi-monotone) admissible (see Definitions 4.2 and 4.4).

We will elaborate more on the reasons for introducing the classes of tightly quasi-

exact/quasi-monotone cobordisms in Remark 6.2.1 below.

6.1.1. Remarks
1) If + is tightly quasi-exact, then for every & > 0 there exists a quasi-exact admis-

sible (�+ ,  + ) with S(+) ≤ Area( + ) ≤ S(+) + &. The same holds also in the tightly

quasi-monotone case.

2) Every weakly exact cobordism is tightly quasi-exact. As we will see below

compositions of weakly exact cobordism along one pair of matching ends is tightly

quasi-exact. A similar remark applies to quasi-monotone cobordisms.
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3) In principle it seems that the class of tightly quasi-exact (resp. quasi-monotone)

cobordisms is smaller than the quasi-exact (resp. quasi-monotone) ones. However, we

are not aware of any concrete examples of quasi-exact (resp. monotone) cobordisms

that are not tightly quasi-exact (resp. quasi-monotone).

Proposition 6.2. — Each of the following classes & of cobordisms is closed under compo-
sition:

(i) Exact cobordisms with exact ends.
(ii) Quasi-exact cobordisms with weakly exact ends.
(iii) Quasi-monotone cobordisms with ends in L06mon,d(").
(iv) Tightly quasi-exact cobordisms with weakly exact ends.
(v) Tightly quasi-monotone cobordisms with ends in L06mon,d(").

For the proof of this proposition we need the following variant of Lemma 4.5,

which can be proved by similar way.

Lemma 6.3. — Let (+, �+ ,  + ) be quasi-exact with weakly exact ends (resp. quasi-monotone
with ends inL06mon,d(")). Let � : ℝ2 → ℝ2 be a diffeomorphism which coincides with the
identity in a neighborhood of  + . Assume that � sends the horizontal rays of �(+) to other
horizontal half-lines so that +′ = (� × id)(+) is also a cobordism. Under these assumptions,
(+′, �+ ,  + ) is also quasi-exact (resp. quasi-monotone).

The proof is similar to the proof of Lemma 4.5.

We now prove the previous proposition.

Proof of Proposition 6.2. — Let + : ! (!1 , . . . , !A) and , : ! 9 ( 1 , . . . ,  B)
be two cobordisms of class &.

⊲ Case “& = exact cobordisms with exact ends”
Denote by �̃ = � ⊕ �ℝ2 the primitive of $̃ = $ ⊕ $ℝ2 with respect to which we

define exactness (here � is the given primitive of $ and 3�ℝ2 = $ℝ2 ). Let �+ : + → ℝ

and �, : , → ℝ be primitives of �̃ + and �̃ , respectively. Let 
 ≈ (−1, 1) be the

projection to ℝ2
of the neck of , ◦ + resulting from the gluing of , and + along

their ! 9-ends. By adding a suitable constant we can arrange that �+ and �, agree

along 
 × ! 9 , hence �̃ ,◦+ is exact. (Note that ! 9 is connected, as by assumption

composition of cobordisms is performed only along a pair of connected matching

ends. See the beginning of Section 6.1.)

⊲ Case “& = quasi-exact”
We first use Lemma 6.3 to rearrange conveniently the ends of + to get a quasi-

exact cobordism +′ whose ends are all positive except for a single negative end

that coincides with ! 9 . We then glue + to +′ along the end ! 9 . More explicitly, we

translate +′ (together with the almost complex structure �+ ) along the plane so that

 + ⊂ �−1((1,∞) × ℝ) and +′ ∩ �−1([0, 1] × ℝ) = [0, 1] × {0} × ! 9 . Similarly, we

translate, (together with �, ) along the plane so that  , ⊂ �−1((−∞,−1) ×ℝ) and
, ∩ �−1([−1, 0] ×ℝ) = [−1, 0] × {0} × ! 9 . We then define, ◦+′ as the union

, ◦+′ =
(
+′ ∩

(
[0,∞) ×ℝ ×"

) )
∪

(
, ∩

(
(−∞, 0] ×ℝ ×"

) )
.
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In the region (−1, 1) ×ℝ×" both almost complex structures �+ and �, are fiberwise

split so we can interpolate between corresponding fiber structures thus getting a new

almost complex structure �̃ that is split in the exterior of  + ∪  , and coincides

with �+ on [1,∞) × ℝ and with �, on (−∞,−1] × ℝ. The cobordism (, ◦ +′, �̃ ) is
quasi-exact by an immediate application of the open mapping theorem combined

with the fact that ! 9 is weakly exact and that (+′, �+ ) and (,, �, ) are quasi-exact.

Finally, we use Lemma 6.3 again to move the remaining !8 ends of, ◦+′ to the left,

thus getting that the cobordism, ◦+ in the statement is quasi-exact.

The case of tight quasi-exact cobordisms follows immediately from the previous

argument. Indeed, if  ,◦+ ⊂ ℝ2
is a compact subset homeomorphic to a closed 2-

disk with, ◦+ being cylindrical overℝ2 \ Int ( ,◦+ ), then Int ( ,◦+ )must contain

the (bounded!) plane curve forming the neck of the gluing of , with + along ! 9 .
We now take two disjoint subsets  + ,  , ⊂  ,◦+ each homeomorphic to a closed

2-disk and such that+ and, are cylindrical overℝ2 \ Int ( + ) and overℝ2 \ Int ( , )
respectively. By the tightness assumption there exists �+ and �, for which (+, �+ ,  + )
and (,, �, ,  , ) are both quasi-exact. Let ( ⊂ ℝ2

be a thin strip (homeomorphic

to [−1, 1] × [−&, &]) that contains in its interior the neck of the gluing of W and V

along ! 9 and such that ( ⊂ Int ( ,◦+ ). By positioning the strip ( appropriately we

may assume that  + ∪  , ∪ ( is homeomorphic to a closed 2-disk. By the previous

argument ( for “&= quasi-exact”), �+  +×" and �,  ,×" extend to an almost complex

structure �,◦+ on ℝ2 ×" which makes (�,◦+ ,  + ∪  , ∪ () quasi-exact admissible

for , ◦ + . Since  + ∪  , ∪ ( ⊂  ,◦+ , the pair (�,◦+ ,  ,◦+ ) is also quasi-exact

admissible for, ◦+ .

Finally, the proof of the statements in the quasi-monotone and tightly quasi-

monotone cases is the same as for the classes of quasi-exact and tightly quasi-exact

cobordisms. �

6.1.2. Remark. — Let + : ! (!1 , . . . , !A) and , : ! 9 ( 1 , . . . ,  B) be two

quasi-exact cobordisms with weakly exact ends, and let

, ◦+ : ! (!1 , . . . , ! 9−1 ,  1 , . . . ,  B , !9+1 , . . . , !A)
be their composition along ! 9 , which by Proposition 6.2 is again quasi-exact.

Let  + ,  , ⊂ ℝ2
be compact subsets which are quasi-exact admissible for + and,

respectively. The proof of Proposition 6.2 shows that for every & > 0 there exists a

compact subsets  &
,◦+ ⊂ ℝ2

which is quasi-exact admissible for, ◦+ and such that

Area( &
,◦+ ) ≤ Area( + ) +Area( , ) + &.

6.2. Shadow metrics on spaces of Lagrangian submanifolds

Let (", $) be a symplectic manifold. Fix a class L06∗(") of Lagrangian submani-

folds of", where ∗ can be either “we” (i.e. weakly exact) or “(mon, d)” (i.e. monotone

with a fixed Maslov-2 disk count d, see Section 3.5). In case (", $ = d�) is an exact

symplectic manifold we allow also ∗ = ex, i.e. exact Lagrangians. In case ∗ = we,

let & be the class of Lagrangian cobordisms which are tightly quasi-exact, and in
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case ∗ = (mon, d) let & be the class of tightly quasi-monotone Lagrangian cobor-

disms with ends inL06mon,d("). Finally, if ∗ = ex we can take& to be either the class

of exact Lagrangian cobordisms with exact ends or the class of quasi-exact cobor-

disms with exact ends. For the definition of exact cobordisms we fix a primitive �ℝ2

of $ℝ2 and take �̃ = � ⊕ �ℝ2 as the primitive of $̃ for the purpose of defining exact

cobordisms.

Fix a family F ⊂ L06∗(") of Lagrangian submanifolds of ". Let ! and !′ be
two other Lagrangians in L06∗("). Theorem 5.1 and its various generalizations

(Theorems 5.2 and 5.5) suggest the definition of the following two sequences of

numbers. The definition of these numbers has a geometric underpinning in that it is

based on the existence of certain cobordisms.

First, for each 0 > 0, define the 0-cone-length of !′ relative to ! (with respect to F)

as

;F0 (!′, !) := min

{
: ∈ ℕ ; ∃+ : !′ (!1 , . . . , !B−1 , !, !B , . . . , !:),(6.1)

!8 ∈ F, S(+) ≤ 0
}
.

Here, the minimum is taken only over cobordisms + ∈ L06&(ℝ2 × "), i.e. in the

class &. We stress that we allow + to be disconnected, and that + ∈ L06&(ℝ2 ×")
means that every path connected component of+ is of class&. We use the convention

that the number ;F0 (!′, !) equals 0 if ! and !′ are related by a simple cobordism

+ : !′ ! of shadow ≤ 0 (a cobordism with just two possibly non-void ends, one

positive and one negative, is called simple). We set ;F0 (!′, !) = ∞ if no cobordism +
as above exists. We will omit Ffrom the notation when there is no risk of confusion.

It is clear that ;F0 (!′, !) is non-increasing in 0 and symmetric with respect to !, !′.
Next, define ;F(!′, !) := lim0→∞ ;F0 (!′, !) to be the absolute cone length of !′ relative
to ! and ;F

0
(!′, !) := lim0→0 ;

F
0 (!′, !).

In view of Theorem 5.1 it is natural to also estimate the minimal shadow required

for splittings as in the definition of ;F0 and thus define a second family of natural

measurements as follows. For every : ∈ ℕ define:

(6.2) 3F
: (!

′, !) := inf

{
S(+) ; + : !′ (!1 , . . . , !B−1 , !, !B , . . . , !A), !8 ∈ F, A ≤ :

}
.

Again, the infimum is taken only over cobordisms + of class & and we allow + to be

disconnected. This is significant as, for instance, ifFcontains a representative in each

Hamiltonian isotopy class of the Lagrangians in L06∗("), then 3F
2
(!′, !) is finite for

all !, !′ ∈ L06∗(") (one can take + as an appropriate union +0 ∪ +1 of two disjoint

Lagrangian suspensions +0 : !′ !′
1
, +1 : ∅ (!, !1) with !1 and !

′
1
respectively

Hamiltonian isotopic to ! and to !′). We take 3F
:
(!′, !) = ∞ if no cobordisms + as

in (6.2) exist. Again, 3F
:

is symmetric in (!, !′), and 3F
:
(!′, !) is non-increasing in :.

Note that 3F
0

is the “shadow” metric on elementary cobordism equivalence classes

as defined in [CS19]. Thus for a Hamiltonian diffeomorphism ), we have

3F
0

(
)(!), !

)
≤ ‖)‖� ,

where ‖ . ‖� denotes the Hofer norm of ).
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The following inequality is immediate in view of Proposition 6.2:

(6.3) 3F
:+:′(!, !

′′) ≤ 3F
: (!, !

′) + 3F
:′ (!

′, !′′).
Obviously, we also have 3F

;F0 (!′ ,!)
(!′, !) ≤ 0 and ;F

3F
:
(!′ ,!)(!

′, !) ≤ :.
Finally, we define also the following measurement:

(6.4) 3F(!, !′) = lim

:→∞
3F: (!, !

′) = inf

:≥0

3F: (!, !
′).

Or more explicitly

3F(!, !′) = inf

{
S(+) ; + : !′ (!1 , . . . , !B−1 , !, !B , . . . , !A),(6.5)

!8 ∈ F, + ∈ L06&(ℝ2 ×")
}
.

From the above it follows that 3F(. , .) is a pseudo-metric called the shadow

pseudo-metric associated to F. By definition, 3F(!, !′) is infinite only if there are no

cobordisms relating ! to !′ and with all the other ends in F.

Theorem 5.5 implies:

Corollary 6.4. — If 3F(!′, !) = 0, then ! ⊂ !′ ∪⋃
 ∈F and !′ ⊂ ! ∪⋃

 ∈F .

Proof. — If the first inclusion in this statement does not hold, then

(6.6) �(!; !′ ∪
⋃
 ∈F

 ) > 0.

If & is the class of exact cobordisms with exact ends, then the first point of Theo-

rem 5.1 implies that 3F(!′, !) cannot vanish.
If & is either “tightly quasi-exact Lagrangians with weakly exact ends” or “tightly

quasi-monotone Lagrangianswith ends inL06mon,d(")”, then again, by Theorem5.5

together with point 1) of Remark 6.1.1 it follows that 3F(!′, !) can not vanish.

The argument for the second inclusion is the same. �

It is easy to see (Remark 6.3.2 below) that the pseudo-metric 3F
given by (6.4) is

in general degenerate. However, we have

Corollary 6.5. — Let F and F′ be two families of Lagrangians in L06∗(") such
that the intersection (⋃ ∈F ) ∩ (

⋃
 ′∈F′  ′) is totally disconnected (e.g. discrete). Then the

pseudo-metric on L06∗(") defined by
3̂ F,F′

:= max{3F, 3F′}
is non-degenerate.

Proof. — If 3̂ F,F′(!, !′) = 0 we deduce from Corollary 6.4 that ! ⊂ !′ ∪⋃
 ∈F and

! ⊂ !′ ∪⋃
 ′∈F′  ′. Assume that there is a point G ∈ ! such that G ∉ !′. Then there is

an open disk � ⊂ ! with � ∩ !′ = ∅. It follows that one has � ⊂ ⋃
 ∈F as well as

� ⊂ ⋃
 ′∈F′  ′ which is not possible because the set (⋃ ∈F ) ∩ (

⋃
 ′∈F′  

′) is totally
disconnected. We conclude that ! ⊂ !′. The roles of ! and !′ being symmetric, we

deduce that ! = !′. �
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Notice that if !′ = )(!)with ) a Hamiltonian diffeomorphism, then

3̂ F,F′(!, !′) ≤ ‖)‖� .
Given a family F that is finite (but this can also work in more general instances) it

is easy to produce an additional family F′ that satisfies the assumption of Corol-

lary 6.5. This can be achieved, for instance, by transporting each element of Fby an

appropriate Hamiltonian isotopy.

We will not analyze here in detail the properties of the metrics 3̂ F,F′
but there are

two simple observations that we include.

Corollary 6.6. — For every Hamiltonian diffeomorphism ) of " we have

(6.7)

�� 3̂ F,F′(!, !′) − 3̂ F,F′()(!), )(!′))
�� ≤ 2‖)‖� ,�� 3̂ )(F),)(F′)(!, !′) − 3̂ F,F′(!, !′)

�� ≤ 2‖)‖� .
Therefore, Ham(", $) acts by quasi-isometries on the metric space (L06∗("), 3̂ F,F′).
Moreover, the identity is a quasi-isometry between the two metric spaces(

L06∗("), 3̂ )(F),)(F′)) , (
L06∗("), 3̂ F,F′ ) .

Proof. — A cobordism + : ! (�1 , . . . , !
′, . . . , �:) can be extended, by gluing

appropriate Lagrangian suspensions to the ends ! and !′, to a cobordism

+′ : )(!) (�1 , . . . , )(!′), . . . , �:)
of shadow S(+′) ≤ S(+) + 2‖)‖� . The first inequality in the statement then follows

rapidly, by applying the same argument to )−1
. Similarly, to deduce the second

inequality, consider + : ! (�1 , . . . , !
′, . . . , �:). By applying ) to + we get

)(+) : )(!)
(
)(�1), . . . , )(!′), . . . , )(�:)

)
.

Extend both ends )(!) and )(!′) by Lagrangian suspensions thus getting

+′′ ()(�1), . . . , !′, . . . , )(�:)) of shadow bounded by S(+) + 2‖)‖� and the

desired inequality follows easily. �

6.2.1. Remark. — Consider the case ∗ = we. As indicated at the beginnig of Chapter 6

we could not have defined the pseudo-metric 3F
by infimizing in (6.5) only over

weakly exact cobordisms. The reason is that compositions ofweakly exact cobordisms

might not be weakly exact, hence the triangle inequality (6.3) might not hold. It is for

this reason that we needed to enlarge the class of cobordisms to quasi-exact.

Next we explain why infimizing shadows over quasi-exact cobordisms still does

not give the correct definition and why we need to appeal to tightly quasi-exact ones.

The reason is that Theorem 5.5 (as opposed to Theorem 5.1) gives us only a lower

bound for Area( + ) rather than for S(+). (Here  + ⊂ ℝ2
is a compact subset which

is quasi-exact admissible for + .) However, if + is tightly quasi-exact then by point 1)

of Remark 6.1.1 we have

inf

{
Area( + ) ;  + ⊂ ℝ2

is quasi-exact admissible for +
}
= S(+).

Therefore the definition in (6.5) has the desired properites.
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Of course, one could attempt to define another pseudo-metric similar to 3F
, by

3F,qe(!, !′) = inf

{
Area( + ) ; + : !′ (!1 , . . . , !B−1 , !, !B , . . . , !A),(6.8)

!8 ∈ F, + ∈ L06qe(ℝ2 ×"),
 + is quasi-exact admissible for +

}
,

where the infimum is taken over all quasi-exact cobordisms as in (6.8). In view of

Theorem 5.5 and Remark 6.1.2, this yields a pseudo-metric with similar properties

to 3F
.

Similar remarks apply to the case ∗ = (mon, d) and to quasi-monotone versus

tightly quasi-monotone cobordisms.

Note that in the case ∗ = ex (exact Lagrangians) one can safely take & to be the class

of exact cobordisms, since compositions of exact cobordisms is exact and moreover

Theorem 5.1 applies to exact cobordisms. �

The construction of the metrics 3̂ F,F′
admits several variations. For instance, let

U= {*8}8∈� be a family of open sets*8 ⊂ " and letF8 = {! ∈ L06∗(") ; !∩*8 = ∅}.
For each index 8 ∈ � we then have a shadow pseudo-metric 3F8

. Define a new pseudo-

metric:

�U = sup

{
3F8

; 8 ∈ �
}
.

For the next corollary we will make use of the following. For ! ∈ L06∗(") let:
Δ(!; U) = inf

{
B ; ∀8 ∈ � , ∃) Hamiltonian diffeomorphism

with )(!) ∩*8 = ∅, ‖)‖� ≤ B
}
.

Corollary 6.7. — With the notation above we have
(i) If U is a covering of " in the sense that

⋃
8*8 = ", then �U is non-degenerate.

(ii) For all !, !′ ∈ L06∗(") such that Δ(!; U) and Δ(!′; U) are finite, we have

�U(!, !′) ≤ Δ(!; U) + Δ(!′; U).

Proof. — The first point follows immediately from Corollary 6.4. For the second

point fix some B > Δ(!; U), B′ > Δ(!′; U) and pick one familyF8 . There is a cobordism

+ : ! (!′
1
, !′, !1) such that + is a disjoint union of two Lagrangian suspensions

+0 : ! !1 and +1 : ∅ (!′
1
, !′) such that !1 , !

′
1
∈ F8 and S(+0) ≤ B, S(+1) ≤ B′.

This means that 3F8 (!, !′) ≤ B + B′ which implies the claim. �

There are other variants of the definition of the metric 3̂ F,F′
that have

interesting features. For instance, by considering in (6.2) only cobordisms

+ : !′ (!1 , . . . , !: , !), in other words cobordisms for which !′ is the posi-

tive end and ! is the top negative end, one gets a measurement CF: (!′, !). It has similar

properties to 3F
:
, except that it is not symmetric. We define CF(!′, !) as in (6.4) and

we symmetrize by putting

AF(!′, !) = 1

2

(
CF(!′, !) + CF(!, !′)

)
,
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thus obtaining a new pseudo-metric. This pseudo-metric satifies the conclusion of

Corollary 6.4 and can be used in the rest of the preceding constructions, leading to

metrics Â F,F′
that satisfy the conclusions of Corollaries 6.5, 6.6 and 6.7, where in 6.7

the pseudo-metric �U
is replaced with 'U = sup{A F8 ; 8 ∈ �}.

An additional interesting feature of the pseudo-metrics 'U
is the following:

Corollary 6.8. — With the notation above fix ! ∈ L06∗(") and assume that U is a
covering of". There exists a constant � > 0 depending on ! and Usuch that, if !′ ∈ L06∗(")
is disjoint from !, then 'U(!, !′) ≥ �.

Proof. — The crucial remark is that, by inspecting the proof of the first part of

Theorem 5.1, we see that given + : ! (!1 , . . . , !: , !
′) in L06&(ℝ2 ×") and such

that !∩ !′ = ∅, then S(+) ≥ 1

2
�(!; ()where ( =

⋃
8 !8 but ( – and thus �(!, () – does

not depend on !′. As Uis a covering of" there exists some index 8 ∈ � and an open set

* ⊂ *8 such that* is the image of an embedding 4 : �(A) → " with 4−1(!) = �ℝ(A).
Obviously,* is disjoint from all the elements of F8 and thus 'U(!, !′) ≥ 1

4
�A2

. �

To ilustrate Corollary 6.8, consider " = T2 = (1 × (1
with ! = {G∗} × (1

and

!: = {G:} × (1
, where G: is a sequence in (1

with G: → G∗ as : → ∞ and G: ≠ G∗
for all :. Clearly !: converges to ! in the Hausdorff distance. By Corollary 6.8 all the

Lagrangians !: remain at a bounded distance from ! in the 'U
-metric.

6.2.2. Remarks
1) It is well-known that there are other natural metrics defined on L06∗("). The

most famous is Hofer’s Lagrangianmetric, used since thework of Chekanov [Che00],
which infimizes the Hofer energy needed to carry one Lagrangian to the other.

Another interesting more algebraic metric, smaller than the Hofer metric, is the

spectral metric due to Viterbo. Both these metrics are infinite as soon as the two

Lagrangians compared are not Hamiltonian isotopic. Ametric smaller than theHofer

norm, and based on simple Lagrangian cobordism has been introduced in [CS19]:
it measures the distance between ! and !′ by infimizing the shadow of cobordisms

having only ! and !′ as ends. This metric is finite on each simple cobordism class

and, with the notation above, it coincides with 3∅ = 3̂ ∅,∅. This metric is again often

infinite. For instance, in the exact case, as soon as ! and !′ have non-isomorphic

homologies, the simple shadow distance between ! and !′ is infinite. Indeed, if !
and !′ are related by an exact simple cobordism, then ! and !′ have isomorphic

singular homologies [BC13] (more rigidity is actually true, see [Sua17]). For other
results on the simple shadowmetric see [Bis], [Bis19a], [Bis19b]. It is already known

that without appropriate constraints on the class of admissible Lagrangians and

cobordisms, such as those imposed here, even the simple cobordism metric 3∅ is

degenerate [CS19].
2) A notion of cone-length is familiar in homotopy theory as a measure of com-

plexity for topological spaces [Cor94].
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6.3. Some examples and calculations

6.3.1. Curves on tori and related examples. — We fix a family of Lagrangians F, to be

specified later, and omit it from the notation of the measurements ;F0 , 3
F
:
,;F, 3F

.

If ) is a Hamiltonian diffeomorphism, then clearly ;0()(!), !) = 0 as soon as

0 ≥ ‖)‖� and so ;()(!), !) = 0. However, we will see below classes of examples

with 0 < ;0()(!), !) < ∞. Intuitively, an inequality of the type 1 ≤ ;0()(!), !) < ∞
seems to indicate that ) distorts ! (at least for our choices of classes F).

The examples below that satisfy 1 ≤ ;0()(!), !) < ∞ also satisfy

3;0 ()(!),!)()(!), !) < 30()(!), !) ≤ ‖)‖� .
In other words, in these examples the “optimal” (in the sense of minimizing the

shadow) approximation of )(!) through elements of the set {!} ∪ F requires more

elements than just !. Moreover, the relevant 3: ’s are small enough so that inequal-

ity (5.4) of Theorem 5.1 applies and indeed, as predicted by the theorem, in these

examples the number of intersection points )(!) ∩ # , where # is an appropriate

other Lagrangian # ∈ L06∗("), is much higher than the usual lower bound, given

by the rank of the Floer homology group HF(#, !).
Consider the 2-dimensional torus " = )2

endowed with an area form. We iden-

tify )2
with the square [−1, 1] × [−1, 1] with the usual identifications of the edges.

We consider five Lagrangians on )2
, described on the square [−1, 1] × [−1, 1] by

! = [−1, 1] × {0}, (1 = {− 1

2
− &} × [−1, 1], (2 = {− 1

2
+ &} × [−1, 1],

(3 = { 1

2
− &} × [−1, 1], (4 = { 1

2
+ &} × [−1, 1].

Here 0 < & ≤ 1

8
. We will construct a new Lagrangian obtained through surgery

between ! and the (8 ’s. We use the surgery conventions from [BC13] and define –

see Figure 7:

(6.9) !′ = (3 #

[
((2 # (! # (1)) # (4

]
.

In the surgeries above we use handles of equal size in the sense that the area

enclosed by each handle is equal to a fixed � > 0 with � very small. Wewill also make

use of the two rectangles

 1 = [− 1

2
− 2&,− 1

2
+ 2&] × [−&, &],  2 = [ 1

2
− 2&, 1

2
+ 2&] × [−&, &]

and we put  =  1 ∪  2 (see again Figure 7).

Lemma 6.9. — Let F= {(1 , (2 , (3 , (4} and assume that � < 1

2
&2. We have

(i) 30(!′, !) = 4&, 34(!′, !) ≤ 2�, ;(!′, !) = 0, ;2�(!′, !) = 4.
(ii) For any weakly-exact Lagrangian # ⊂ )2 with # ∩  = ∅, we have

(6.10) # (# ∩ !′) ≥ A:
(
HF(#, !)

)
+

4∑
8=1

A:
(
HF(#, (8)

)
.

(iii) If #′ is a weakly exact Lagrangian #′ ⊂ )2, then either #′ ∩ ! ≠ ∅ or, for any
Hamiltonian diffeomorphism ) with )(!) = !′ we have )(#′) ∩  ≠ ∅.
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Figure 7. The Lagrangians !, !′ = (
3

# [((
2

# (! # (
1
)) # (

4
], and # in )2

.

Floer homology is consideredherewith coefficients inℤ/2.Notice thatHF(#, !′) �
HF(#, !) so the inequality (6.10) indicates an “excess” of intersection points. An

example of a Lagrangian # as at point ii is simply # = [−1, 1] × {−2&}.

Proof. — By inspecting again Figure 7 and possibly extending the representation of

the torus by adding vertically two additional fundamental domains to the square

[−1, 1] × [−1, 1] one can see that there is a Hamiltonian isotopy ) : )2 → )2
so that

!′ = )(!) (this is because the upper and lower “bends” in the picture encompass

equal areas). The expression in (6.9) show that there is a cobordism

+ : !′→ ((3 , (2 , !, (1 , (4)

given as the trace of the respective surgeries (as given in [BC13]) and because the (8 ’s
are disjoint and all the handles are of area � we have S(+) ≤ 2�. The reason for the

factor 2 is that the handles associated to the surgeries on the “left” and those on the

“right” can not be assumed to have a superposing projection; the constant is 2 and

not 4 because the two handles on the left (and similarly for the two handles on the

right) can be assumed to have overlapping projections. It is a simple exercise to show

that �(!′; !) = 8&.

From the first part of Theorem 5.1 we deduce 30(!′, !) ≥ 4&. It is also easy to

see that one can find a Hamiltonian � : )2 → ℝ with variation equal to 4& and so

that )�
1
(!) = !′. Therefore, 30(!′, !) = 4&.

On the other hand, recall the assumption � < &2/2. Therefore we have

34(!′, !) ≤ 2�.
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Wenowestimate cone-length. Clearly, the absolute number is ;(!′, !) = 0. From the

existence of the cobordism+ we deduce ;2�(!′, !) ≤ 4.Wewant to show ;2�(!′, !) = 4.

Assume that ;2�(!′, !) ≤ 3. Therefore there exists a cobordism+′ : !′→ (!1 , !2 , !3 , !4)
where one of the !8 ’s equals ! and the other three are picked among the (8 ’s (or are
void) and the shadow of +′ is at most 2�. Without loss of generality, assume that (1

is not among the !8 ’s. We now consider the number �(!′; !∪ (2 ∪ (3 ∪ (4). By using a

disk centered along the part of (1 contained in !′ we see that �(!′; ! ∪ (1 ∪ (2) ≥ 8&.
By the first part of Theorem 5.1 it follows S(+′) ≥ 4& which contradicts � ≤ 2&2

.

The two other points of the Lemma also follow from Theorem 5.1 (they possibly

admit also more elementary, direct proofs). Point (b) of the Theorem implies that for

any weakly-exact Lagrangian # ⊂ )2
so that # ∩  = ∅, we have (6.10). Indeed, we

mayfinddisks around the (unique) intersectionpoint of each of the (8 ’swith ! that are

of area 4&2
, have the real part along ! and the imaginary part along (8 , are contained

in  , and any two of these disks have disjoint interiors. As # avoids  , this means

�Σ(L;#) ≥ 4&2
for L = !

⋃⋃
8 (8 and Σ the intersection points of the (8 ’s with !. The

last point of the Lemma follows in a similar way. Assuming also that #′ ∩ ! = ∅
we also have )(#′) ∩ !′ = ∅. If we also have )(#′) ∩  = ∅, then )(#′) satisfies
inequality (6.10) (with )(#′) in the place of #). From the fact that #′ is weakly exact

we deduce that the singular homology class of #′ is the same as that of ! and thus

HF(#′, (8) does not vanish. But this leads to a contradiction with )(#′) ∩ !′ = ∅. �

It is easy to construct examples similar to the one above in higher dimensions. For

instance, one can consider " = ()2 × )2 , $ ⊕ $) and take !̄ = ! × !, (̄8 = (8 × (8 etc.
We will see some less trivial extensions in the next subsection.

6.3.2. Remarks. — The examples above also point out two deficiencies of the pseudo-

metric 3F
.

1) 3F
is generally degenerate. For example, 3F

3
((1 , (2) = 0, hence 3F((1 , (2) = 0.

Indeed, let + : (1 ((1 , (2 , (2) be the cobordism + = �0 × (1

∐
�1 × (2 where

�0 = ℝ + 8 ⊂ ℂ and �1 is a curve in ℂ that has two horizontal negative ends, one

at height 2 and the other at height 3 and is disjoint from �0. The same construction

shows that for any family Fwith more than one element the resulting pseudo-metric

is degenerate.

In the above examples the cobordisms + are disconnected and they also have

vanishing shadow. However, there are also examples of connected cobordisms ,&

with constant ends and positive shadow such that lim&→0 S(,&) = 0. For instance,with

the notation above, consider a curve � ⊂ ℝ2
which has a “⊃” shape with its lower

end going to −∞ along the horizontal line H = −1 and its upper end going to −∞
along the horizontal line H = 1. Let �′ be the G-axis, H = 0. Consider now the surgery

,& := (�×(1)#& (�′×!) ⊂ ℝ2×)2
. (Note that, in contrast to the construction of e.g. !′

above, the surgery here is performed in the spaceℝ2×)2
.) Clearly,& is a (connected)

weakly exact Lagrangian cobordism,& : ! ((1 , !, (1) and lim&→0 S(,&) = 0.
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2) In general, even if both ! and !′ belong to the triangulated completion of the

family F, it can be difficult to know whether 3F(!, !′) is finite because there might

not be any practical way to construct cobordisms with ends !, !′ and elements of F.

6.3.3. Matching cycles in simple Lefschetz fibrations. — We revisit here the phenomena

described above in a different context and we also present examples of symplectic

diffeomorphisms ) : " → " with ;():(!), !) = : (in these examples ) is a Dehn

twist).

The manifold " is now taken to be the total space of a Lefschetz fibration

� : " −→ ℂ

over ℂ with general fiber the cotangent bundle of a sphere  (in particular " is not

compact). We will assume that the Lefschetz fibration has exactly three singulari-

ties G1 , G2 , G3, whose projection onℂ is arranged as in Figure 8 below.We also assume

that there are twomatching cycles relating the three singularities that we denote by (,
from G1 to G2, and !, from G2 to G3 – as in the same figure.

Figure 8. Thematching cycles (, (
1
, (

2
and ! and the Lagrangians !

1
, !

2
, !′

2

constructed by surgery (and small perturbation) from them.

Notice that ! and ( intersect (transversely) in a single point. Moreover, recall that

with the notation in [BC13], [BC17] we have that ( # ! is Hamiltonian isotopic to the

Dehn twist �((!), and, similarly, !#( is Hamiltonian isotopic to �−1

(
(!). An important

point to emphasize here is that the Dehn twist �((!) is only well defined up to

Hamiltonian isotopy. On the other hand, the models for �((!) (and �−1

(
(!)) given by

surgery, as before, are precisely determined as soon as the local data of the surgery

is fixed (the surgery handle and the precise Darboux chart around the intersection

point). We will also need two other matching cycles (1 and (2 with a projection as

in Figure 8a.

They are both Hamiltonian isotopic to (. The two spheres (1 and (2 intersect

transversely at the points G1 and G2 and each of them intersects transversely ! at

the point G2. We now consider the following three Lagrangians: !1 which is obtained

from (1 #! after a small Hamiltonian isotopy such that its projection is as in Figure 8b,

!2 given as a small deformation of (2 # !1 and !
′
2
, a small deformation of !1 # (2 such

that their projections are as in the same figure, part c and d, respectively. Notice
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that !1 is a model for �((!) and that !2 and !
′
2
are models for �2

(
(!) and ! = �−1

(
�((!),

respectively. In particular, there is a Hamiltonian isotopy ) such that !′
2
= )(!).

Fix the family F= {(1 , (2}. The first remark is that by taking the surgery handles

sufficiently small we have 32(!′
2
, !) < 30(!′

2
, !) < ∞. Further, let  ′ be a Hamiltonian

perturbation of the vanishing sphere  in the general fiber. Let # be the trail of  ′

along a curve as in Figure 8d.We now claim that ;(!2 , !) = 2. Indeed, by construction

we have a cobordism !2 ((2 , (1 , !), hence ;(!2 , !) ≤ 2. Now, it is not hard to see

that

HF(#, !2) = HF(#, (1) ⊕ HF(#, (2) = HF( ,  ) ⊕ HF( ,  )
(one can use Seidel’s exact triangle associated to a Dehn twist for this computation,

or alternatively Theorem A from [BC17] with + = !2). Since HF(#, !) = 0 and

HF(#, !2) ≠ 0 it follows that !2 is not Hamiltonian isotopic to !, hence ;(!2 , !) ≥ 1.

Moreover, ;(!2 , !) ≠ 1 for otherwise we would have either a cobordism !2 (!, �)
or !2 (�, !)with � ∈ {(1 , (2}. As HF(#, !) = 0, the latter would imply that

HF(#, !2) � HF(#, �) � HF(#, () � HF( ,  ),
a contradiction. This proves that ;(!2 , !) = 2.

On the other hand, HF(#, !′
2
) = 0. However, by taking the surgery handles in

the constructions above sufficiently small we see that #(# ∩ !′
2
) ≥ 2 rk(HF( ,  )), as

predicted by Theorem 5.1. Notice also that if the surgery handle is not small enough,

or, alternatively, # avoids !′
2
by passing closer to G1, then # is disjoint from !′

2
.

The last remark in this setting is the following. By taking more copies of the

sphere (, ( for instance four, as on the left of Figure 9), we can construct, in a way

similar to the above, models !: for �:((!). In Figure 9, on the right, we represent �4

(
(!)

in this way. As before, it is easy to compute

HF(#, !:) =
:⊕
8=1

HF( ,  ).

This shows that ;(!: , !) = : (this is a reflection of the well-known fact that the class

of �( is not a torsion element in �0 Symp("), see [KS02], [Sei00]).

Figure 9. A model for �4

(
(!).

6.3.4. Trace of surgery. — The numbers 3: are hard to compute as it is difficult in gen-

eral to identify cobordisms with fixed ends and with minimal shadow. However, we

will see here how to use inequality (5.5) to show the “optimality” of decompositions

given by the trace of certain surgeries at one point.
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We focus on just one example. As in §6.3.1 we take " = ) = (1 × (1
and we

fix (1 an ! as in that subsection. We now consider !′′ = ! # (1 and, again as in §6.3.1,

we assume that the area of the handle used in the surgery giving !′′ is equal to �.
We fix F= {(1 , (2 , (3 , (4} as in Lemma 6.9. Notice that the shadow of the trace of the

surgery + : !′′ = ! # (1 → (!, (1) is equal to �.

Corollary 6.10. — For � small enough we have 31(!′′, !) = �.

In otherwords, there is no decomposition of !′′ in terms of the family !∪Fthrough

a cobordism with two negative ends and of shadow smaller than �.

Proof. — Suppose that there is a cobordism +′ : !′′ → (!1 , !2) such that one of

the !8 ’s equals !, the other equals one of the (8 ’s and

S(+′) = �′ < �.

We first notice that (1 needs to appear among the !8 ’s. Indeed, suppose, for instance
that (!1 , !2) = (!, (2). In this case, consider a disk based on the part of !′′ that
coincides with (1 and is disjoint from (2 as well as from ! and whose real part is

along !′′. The area of such a disk can be assumed to be as close as needed to 2(4&− �),
where & is defined in §6.3.1. By now applying the first part of Theorem 5.1 we deduce

that � > S(+′) ≥ 4& − � which is a contradiction if � is small enough. In conclusion,

we deduce that the two negative ends of +′ coincide with ! and (1. Consider now

the Lagrangian # as in Figure 10 and denote by > the intersection of ! and (1.

Figure 10. The triangle 2>0 is of area � with � > � > �′.

The properties of # are the following: # is Hamiltonian isotopic to (1; it inter-

sects (1 transversely at precisely two points 0 and 1 and it intersects ! transversely at

one point 2; # intersects !′′ transversely at the point 1; the small triangle of vertices

2, >, 0 is of area � with �′ < � < �. We use the Lagrangian # as follows. First, notice

that by assuming � small enough, and writing L = ! ∪ (1, we can find the relevant

disks centered at > so as to estimate �ΣL(L;#) ≥ 4�. By applying (5.5) in Theorem 5.1

we deduce

1 = #(# ∩ !′′) ≥ dim HF(#, !) + dim HF(#, (1) = 3

which is a contradiction and thus proves that +′ does not exist. �
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6.4. Algebraic metrics on L06∗(")
Themain purpose of this subsection is to notice that it is possible to define pseudo-

metrics similar to those in Section 6.2 but that only exploit the algebraic structures

involved and that do not appeal to cobordism. We emphasize that, as before, our

pseudo-metrics may take infinite values. The proof of the first part of Theorem 5.1

implies not only the non-degeneracy of 3̂ F,F′
but also that of its algebraic counterpart.

The main advantage of these pseudo-metrics is that when F generates �FD:∗(")
some of these algebraic pseudo-metrics are finite by definition, independently of

the existence of cobordisms – see Remark 6.4.6. Additionally, the construction of

both metrics 3̂ F,F′
as well as that of their algebraic counterparts fits a more general,

abstract pattern, potentially useful in other contexts, that we outline here.

6.4.1. Weighted triangulated categories. — Let Xbe a triangulated category and let X0

be a family of objects ofXthat generateXthrough triangular completion. Thepurpose

of this subsection is to describe a procedure leading to a (pseudo) metric on X0. The

pseudo-metrics 3F
in Section 6.2 are of this type but, as we shall see further below,

other choices are possible.

There is a category denoted by )(X that was introduced in [BC13], [BC14]. This
category is monoidal and its objects are finite ordered families ( 1 , . . . ,  A) with  8
in O1(X) with the operation given by concatenation. Up to a certain natural equiva-

lence relation, the morphisms in )(X are direct sums of basic morphisms )̄ from a

family formed of a single object ofX to a general family, )̄ :  → ( 1 , . . . ,  B). Such a

morphism )̄ is a triple (), 0, �), where 0 ∈ Ob(X), � is a decomposition of 0 through
iterated distinguished triangles, namely:

(6.11) 0 = C>=4
(
 B → C>=4

(
 B−1 → · · · → C>=4

(
 2 →  1

)
· · ·

) )
and ) :  → 0 is an isomorphism. The tuple ( 1 , . . . ,  B) is called the linearization

of the cone decomposition (6.11). In essence, the morphisms in )(Xparametrize all

the cone-decompositions of the objects in X. Composition in )(X comes down to

refinement of cone-decompositions. Denote by )(X0 the full subcategory of )(Xthat

has objects ( 1 , . . . ,  A) with  8 ∈ X0, 1 ≤ 8 ≤ A. Assume that we are given a weight

F : Mor)(X0

→ [0,∞] such that

(6.12) F()̄ ◦ #̄) ≤ F()̄) + F(#̄), F(id-) = 0, for all -,

where id- is the identity morphism viewed as defined on the family formed by the

single object - and with values in the same family. We will refer to this F as a weight

on X. Fix also a family F⊂ X0. In this setting, we define (compare to (6.2)):

(6.13) BF( ′,  ) = inf

{
F()̄) ; )̄ :  ′→ (�1 , . . . ,  , . . . , �A), �8 ∈ F,∀8

}
.

We set BF to be ∞ if there are no morphisms as in (6.13). If F is finite and if F

generates X, then BF is finite. Clearly BF satisfies the triangle inequality but it is not

symmetric in general. Defining

B̄ F( ′,  ) := 1

2

(
BF( ′,  ) + BF( ,  ′)

)
,
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we obtain a pseudo-metric on the set of objects of X. We will refer to the pseudo-

metrics obtained by this procedure as weighted fragmentation pseudo-metrics.

The case of interest in this paper is X = �FD:∗(") with X0 consisting of all

the Yoneda modules associated to the Lagrangians in L06∗("). In our notation, the

category FD:∗(") is defined as described at the beginning of Chapter 3, without

reference to filtrations.

The shadow pseudo-metric 3F
from Section 6.2 is a first example of a (class) of

weighted fragmentation pseudo-metrics associated to a weight F defined as follows.

Recall from [BC14], [CC16] that there is a monoidal cobordism category C>1&(")
whose objects are families (!1 , . . . , !B) with !8 ∈ L06∗(") and with morphisms

( formal sums) of cobordisms in the class & that are the type + : ! (!1 , . . . , !B)
(modulo an appropriate equivalence relation; the monoidal operation is concatena-

tion). There is amonoidal functor, denoted in [BC14] by F̃but that, to avoid confusion

in notation, we will denote here by Φ̃ :

(6.14) Φ̃ : Cob&(") −→ )(
(
�FD:∗(")

)
.

On objects, this functor associates to a Lagrangian ! its Yoneda module L and its

properties have been used extensively earlier in the paper, starting from Section 3.7.

In the setting, X = �FD:∗("), for a morphism )̄ ∈ Mor)(X0

we define the shadow
weight of )̄ by

(6.15) FS()̄) = inf

{
S(+) ; Φ̃(+) = )̄

}
and it is easy to see from the various definitions involved that 3F

coincides with

the weighted fragmentation pseudo-metric B̄ F associated to FS. Additionally, recall

from Corollary 6.5 that, by using an appropriate perturbation F′, we obtain an actual

metric 3̂ F,F′ = max{3F, 3F′}.

6.4.2. Remark. — The category )(X was inspired by the work on Lagrangian

cobordism and might seem artificial in itself. However, we will remark here that

(in a slightly modified form) it is the natural categorification of the Grothendieck

group  (X). This group is defined as the quotient of the free abelian group generated

by the objects in X modulo the relations � = � + � whenever � → � → � is a

distinguished triangle in X. We will work here in a simplified setting and take

the identity for the shift functor. As a consequence  (X) is a ℤ/2 vector space.

Alternatively,  (X) can also be defined as the free monoid of finite ordered families

( 1 , . . . ,  A) where  8 ∈ O1(X), with the operation being given by concatenation of

families, modulo the relations  1 +  2 + · · · +  B = 0 whenever there exists a cone

decomposition of 0 with linearization ( 1 , . . . ,  B). When X is small, there is a

category, )̂(X, closely associated to )(X, that categorifies  (X) in the usual sense

(meaning that it is a monoidal category with the property that themonoid formed by

the isomorphism classes of its objects is  (X)). The basic idea is that, in )̂(X, families

that are linearizations of acyclic cones are declared isomorphic to 0. More formally,

)̂(X is defined if the category X is small and is constructed in three steps: first we
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add to the morphisms in )(X the morphism 0→ ∅ (and the relevant compositions)

thus getting )(X+; secondly, we localize )(X+ at the family of morphisms

A=
{
) ∈ Mor)(X+ ; ) : 0→ ( 1 , . . . ,  B)

}
(here 0 is viewed as a family formed by the single element 0; this is equivalent to

adding inverses to all themorphisms having 0 as domain and adding relations so that

associativity of composition is still satisfied); finally, we complete in the monoidal

sense by allowing formal sums for all the new and old morphisms.

6.4.3. Energy of retracts of weakly filtered modules. — Assume thatM is a weakly filtered

module over the weakly filtered �∞-category Awith discrepancy ≤ ε< as in §2.3.1

and that # : M→ M is a weakly filtered module homomorphism with discrepancy

≤ εℎ which is null-homotopic. Following the terminology in Section 2.7, we consider

the homotopical boundary level of #,

�ℎ(#; εℎ) := �ℎ(#; εℎ) + �(#).
Let 5 : M0 →M1 be a morphism of weakly filtered modules and define:

(6.16) �( 5 ) = inf

6

(
max

{
�ℎ(6 ◦ 5 − id; εℎ), �(6) + �( 5 ), 0

})
where the infimum is taken over all weakly filtered module morphisms

6 : M1 −→M0 , with 6 ◦ 5 ∈ hom
&ℎ (M0 ,M0) , 6 ◦ 5 ' idM0

.

In case no such 6 exists we put �( 5 ) = ∞. The measurement � estimates the minimal

energy required to find a left homotopy inverse for 5 .

6.4.4. Remark. — Similar notions are familiar in Floer theory, generally to compare

two quasi-isomorphic chain complexes, and in that case the infimum above is taken

also over all morphisms 5 and one also takes into account a homotopy 5 ◦ 6 ' idM1
.

For instance, see [UZ16].

The next two lemmas give simple properties of � that will be useful below.

Lemma 6.11. — Given M0

5
→M1, M1

5 ′

→M2, one has

(6.17) �( 5 ′ ◦ 5 ) ≤ �( 5 ) + �( 5 ′).

Proof. — Indeed, assume M1

6
→ M0, M2

6′

→ M1 are weakly filtered module maps

and � : 6 ◦ 5 ' idM0
, � : 6′ ◦ 5 ′ ' idM1

are the respective homotopies. Assume that

5 , 6, �, 5 ′, 6′, �′ shift filtrations by ≤ B, A, :, B′, A′, :′, respectively. These numbers can

be taken larger but as close as desired to the respective action levels. Notice that 5 ′◦ 5
shifts filtrations by ≤ B + B′, 6 ◦ 6′ shifts filtrations by ≤ A + A′ and, moreover, the

homotopy

�̄ = 6 ◦ �′ ◦ 5 + � : 6 ◦ 6′ ◦ 5 ′ ◦ 5 ' idM0

shifts filtrations by ≤ max{A + B + :′, :}. This implies the claim. �
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To state the second property, assume that the weakly filtered module M1 can be

written as a weakly filtered iterated cone

M1 = C>=4( B → C>=4
(
 B−1 → · · ·
· · · → C>=4

(
N→ C>=4

(
 8−1 → · · · C>=4( 2 →  1

)
· · ·

) )
and that there is another weakly filtered module N′ together with weakly filtered

maps D : N→N′ and E : N′→Nand a weakly filtered homotopy � : E ◦ D ' idN.

Lemma 6.12. — There is another weakly filtered module M′
1
that can be written as a filtered

iterated cone of the same form as the decomposition for M1 except with N′ replacing N and
there is an associated map D′ : M1 →M′

1
so that �(D′) ≤ max{�(D) + �(E), �(�), 0}.

As a corollary we deduce that given M1, N as well as N′ and a weakly filtered

map D : N→ N′ with �(D) < ∞, then, for any & > 0, there exists a weakly filtered

module M′
1
and a map D′ : M1 →M′

1
as in the lemma such that

(6.18) �(D′) ≤ �(D) + &.
Proof of Lemma 6.12. — By recurrence, the proof is easily reduced to showing the

statement for two particular types of decompositions:

M1 = C>=4
(
N

)
−→  1

)
and M1 = C>=4

(
 2

)
−→N

)
.

We will only treat here the first case the second being entirely similar. Without loss

of generality, we may assume that ) does not shift action filtrations. Assume that

the map E : N′ → N shifts filtrations by ≤ A, the map D shifts filtrations by ≤ B
and � shifts filtration by ≤ :. Following the definitions of weakly filtered cones in

Section 2.4 we construct M′
1
as follows.

Let Ē : (−AN′→Nbe given by the map E after shifting the filtration of its domain

up by A. Define

)′ := ) ◦ Ē : (−AN′ −→  1

and put M′
1
= C>=4()′). With the notation in (2.7), this cone is defined by taking the

action shift of )′ to be 0. There are module morphisms E′ : M′
1
→ M1 defined as

E′ = (Ē , id 1
) and D′ : M1 → M′

1
, D′ = (D̄ , ) ◦ � + id 1

) where D̄ : N→ (−AN′ is the
map D with its target with a shifted filtration (these equations have to be interpreted

component by component, as in the definition of the structure maps of cones of �∞-
modules). There is also a homotopy �′ : M1 → M1, �′ : E′ ◦ D′ ' id given by the

formula �′ = (�, 0). Notice that E′ does not shift filtrations; D′ shifts action filtrations

by ≤ max{A + B, :}; �′ shifts filtration by ≤ :. As we can take A, B, : larger but as close
as desired to, respectively, �(E), �(D), �(�) this implies the claim. �

6.4.5. Algebraic weights on )(�FD:∗("). — We now use the measurement � intro-

duced in §6.4.3 to define an algebraic weightF, in the sense of §6.4.1. Wewill assume

here that

X= �FD:∗(")
and thatX0 consists of theYonedamodules associated to the Lagrangians inL06∗(").
We will appeal to the constructions from Section 3.3. Recall from Proposition 3.1
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that to a system of coherent perturbation data ? ∈ �′
reg

we associate a weakly filtered

�∞-category FD:(C; ?), where C = L06∗("). We also recall that we denote by N

the family of coherent perturbation data D = ( , �) with  ≡ 0. Proposition 3.1 also

shows that for ?0 ∈ N the discrepancies of the categories FD:(C; ?) tend to zero

when ? → ?0.

We will denote by FD:(C; ?)Δ the category of all ( finite) iterated weakly filtered

cones that one can construct – as in Section 2.4 – out of the objects ofFD:(C; ?). There
is clearly a functor

FD:(C; ?)Δ −→ �FD:∗(")
that forgets filtrations on objects and associates to each morphism its homology class

(again, at the same time forgetting the filtration).

We denote by [-] the image of an object - through this functor and similarly for

morphisms.

The distinguished triangles in �FD:∗(") are associated through this functor to

the cone attachments in FD:(C; ?)Δ and there is a similar correspondence for the

iterated cones.

Let )̄ : L→ (L1 , . . . ,L:), )̄ = (), 0, �) be a morphism in )(X0 (see §6.4.1) and

F?()̄) := inf

{
�(
) ; 
 ∈ MorFD:(C;?)Δ , 
 : L→M,(6.19)

such that M admits an iterated cone

decomposition �̄ with [
] = ), [M] = 0, [�̄] = �
}
.

In summary, F?()̄) infimizes � among all the filtered models of the morphism )̄
inside FD:(C; ?). The weight F? satisfies (6.12), hence can be used as in §6.4.1 to

define a pseudo-metric B̄ F? . It is useful to define also similar notions for points ?0 ∈ N.

For this purpose, we set

F?0
()̄) = lim sup

?→?0

(F?
(
)̄)

)
.

It is easy to see thatF?0
continues to satisfy (6.12) and therefore there is a correspond-

ing weighted fragmentation pseudo-metric B̄ F?0

. It follows from the proof of the first

part of Theorem 5.1 that

Corollary 6.13. — Let )̄ : L→ (L1 , . . . ,L:) be a morphism in )(�FD:∗(").
(i) There exists ?0 ∈ N such that, with the notation in Theorem 5.1, we have

F?0
()̄) ≥ 1

2
�(!; ().

(ii) If there exists a Lagrangian cobordism + : ! (!1 , . . . , !:) with Φ̃(+) = )̄

(where Φ̃ is the functor from (6.14)), then for any ? ∈ �′
reg

we have

S(+) ≥ F?()̄).

For )̄ a morphism as in Corollary 6.13, define

Falg()̄) := sup

?0∈N
F?0
()̄).

ASTÉRISQUE 426



6.4. ALGEBRAIC METRICS ON L06∗(") 123

The weight Falg still satisfies (6.12) and, as in §6.4.1, there is an associated pseudo-

metric, B̄ F
alg

on L06∗("). Point (i) of 6.13 implies that Corollary 6.4 remains valid

with B̄ F
alg

taking the place of 3F
. Moreover, if F, F′ satisfy the assumption in Corol-

lary 6.5, then the formula

(6.20) B̂ F,F
′

alg
= max

{
B̄ F

alg
, B̄ F

′

alg

}
defines a metric onL06∗("). Point (ii) of Corollary 6.13 shows that B̂ F,F

′

alg
is bounded

from above by the shadow metric 3̂ F,F′
from 6.5.

6.4.6. Remark. — Assume that Fand F′ satisfy the hypothesis in Corollary 6.5 and

that they both generate �FD:∗("). In this case, the weights F? are finite and thus

the pseudo-metrics B̄ F? as well as B̂ F,F
′

? (which is defined by the obvious analogue

of (6.20)) are also finite. On the other hand, for a fixed ? it is not clear that the pseudo-

metric B̂ F,F
′

? is non-degenerate. By contrast, B̂ F,F
′

alg
is non-degenerate but might be

infinite.

Proof of Corollary 6.13. — Let )̄ = (), 0, �) and consider a category FD:(C, ?) and a

map 
 : L→ M so that [
] = ), [M] = 0, and so that the cone-decomposition �
corresponds to the writing of M as a weakly filtered iterated cone:

M= C>=4
(
L: → C>=4

(
L:−1 · · · → C>=4

(
L2 → L1

) )
· · ·

) )
.

Let � : M → L be another map and assume that � : L → L is a homotopy so

that � : � ◦ 
 ' idL. Assume that 
 shifts filtrations by ≤ B, � shifts filtrations by ≤ A
and � shifts filtrations by ≤ :. Consider

M1 = Cone(M
�
→ L) and the inclusion 8 : L→M1, 8 = (0, idL).

As described in Section 2.4, when defining the cone M1 we use the value A to write

M1 = (
−AM⊕L.

We now notice that the map �̄ = (
, �) : L→M1 is a homotopy �̄ : 8 ' 0 and we see

that �̄ shifts filtrations by ≤ max{A + B, :}. We deduce:

(6.21) �ℎ(8) ≤ �(
).
Using this remark we now return to the setting of the proof of Theorem 5.1. In

particular, we pick the choice of perturbation data ? as in (5.10) and, for coherence

of notation, we put !0 = !. Instead of the complex �?,ℎ which has a geometric

construction we use the complex M1(!0) constructed above. Inequality (5.12) is a

consequence of (5.11). If we replace inequality (5.11) with (6.21) , we can still deduce

an inequality similar to (5.12) but with �(
) instead of S(,). In other words, there is

(6.22) 1′ ∈M1(!0) with �
(
1′;M1(!0)

)
≤ �

(
4!0

;M1(!0)
)
+ �(
) + 1

2
&.

The reason is that we do not need to use in this argument the boundary depth of

the chain complex M1(!0) (which in our algebraic setting might not even be acyclic)

but only the boundary depth of the element 4!0
which is controled by the boundary
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depth of the map 8 : L = L0 → M1 which in turn is controled by �(
). Given

that F?()̄) = inf[
]=) �(
)we may assume that

�(
) ≤ F?()̄) + &′′′

and by continuing as in the proof of Theorem 5.1 we obtain, after making ? → ?0

that there is a Floer polygon E0 (compare to (5.17)) such that

$(E0) ≤ F?0
()̄) + 1

2
& + &′′′.

The argument ends by the same type of application of the Lelong inequality as in the

proof of the Theorem 5.1.

The proof of the second point of the corollary is again basically contained in

the proof of Theorem 5.1. It uses the isotopy pictured in Figure 5 but applies the

construction there directly to the cobordism + in Figure 4 (and not to,). As in (5.9)

we deduce the existence of a weakly filtered module

(6.23) M+ ;�,?,ℎ = C>=4
(
L:

):−−→ C>=4
(
L:−1

):−1−−−−→ C>=4
(
· · · C>=4

(
L2

)2−−→ L1))· · ·
) ) )
,

(where we neglect a small shift that can be made to → 0). There is also a similar

module M+ ;�′ ,?,ℎ which is identified with the Yoneda module of !. Isotopy �′→ �
of Hofer length ≤ S(+) + 1

2
& (see above (5.11)) induces module homomorphisms

(see for instance [FOOO09a, Chapter 5], at least for modules over an �∞-algebra, the
case of �∞-categories is similar; alternatively, a direct argument based on moving

boundary conditions is also possible)


 : M+ ;�′ ,?,ℎ −→M+ ;�,?,ℎ , � : M+ ;�,?,ℎ −→M+ ;�′ ,?,ℎ

as well as homotopies � : � ◦ 
 ' id, �′ : 
 ◦ � ' id that are all shifting actions by

not more than S(+) + 1

2
&. By the definition of the functor Φ̃ we have Φ̃(+) = (), 0, �)

and [
] = ), 0 = [M+ ;�,?,ℎ] and, as we just indicated, we also have �(
) ≤ S(+) + 1

2
&.

This means that by definition (6.19), F?()̄) ≤ S(+) + 1

2
&. �
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We introduce newmetrics on spaces of Lagrangian submanifolds,

not necessarily in a fixed Hamiltonian isotopy class. Our metrics

arise from measurements involving Lagrangian cobordisms. We

also show that splitting Lagrangians through cobordism has an

energy cost and, from this cost being smaller than certain ex-

plicit bounds, we deduce some forms of rigidity of Lagrangian

intersections. We also fit these constructions in the more gen-

eral algebraic setting of triangulated categories, independent of

Lagrangian cobordism. As a main technical tool, we develop as-

pects of the theory of (weakly) filtered �∞-categories.
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