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1 A condition for linearity
We are going to prove the following:

Theorem 1 Let p be an odd prime. Then the map
¢ : IFE — I,
18 linear if and only if it satisfies the following two conditions:
1. ¢(av) = a¢(v) for allv e F2 and o € F,
2. 3, ¢(v) =0 for all affine lines | C F}

PROOF. The set of all functions ¢ : IFI? — I, is a [F,-vector space of dimension p?, while
the set of linear functions is a subspace of dimension 2. It is clear that linear functions
satisty conditions 1 and 2. Hence, the set of functions satisfying these conditions is a
subspace whose dimension is greater or equal than 2. We are going to prove that the
dimension is at most 2, and that will prove the statement.

Consider a point P € IF'[? . There are exactly p+ 1 lines passing through P, one for each
possible direction:

D = {(0,1),(1,0),(1,1),...(1,p — 1)} (1)

Suppose ¢ satisfies the conditions of the statement. Because of condition 1, ¢ is completely
determined by its values in the set D (think of the lines through the origin). Then the
subspace of functions satisfying condition 1 has dimension p + 1.

Now we add condition 2. If (0,0) € [, we get > ; ¢(v) = 0 from condition 1. Hence it
is enough to consider lines that do not pass through the origin.

Let I be any line through the origin, and P, Q@ € IF; \ [. Claim:

Y dw)=0s > ¢(v)=0 (2)
vEl+P veEl+Q

If Il + P =1+ Q, the claim is trivial. Otherwise, there must be some a € F), o # 1, such
that aP € | + @ (otherwise we would have that [ is the line through the origin and P,
which contradicts the fact that P ¢ ). Now a # 0 (because (0,0) € I + Q). We have

Yo=Y dw)= Y dlaw)=a Y éw)

VEI+Q vEl+aP aweal+aP wel+P

and that proves the claim.



Hence, we are able to reduce condition 2 to the following:

Y ¢(v)=0 forall I through (0,0), ©#{(t,0)}

vEI+(1,0)
> ¢(w)=0
ve{(¢,0)}+(0,1)

Using the fact that the directions are given by the elements of D,

p—1

> é((at+1,6) =0 for a=0,1,...,p—1
t=0

When a = 0, the condition is

p—1
Z¢(<1vt>) =0
t=0
When a # 0,
p—1 p—1 t
;qf)((at +1,t) = t:&;a_l(at +1)¢ <(1 — 1>> ~ Lyi0,1))
p—1
=Y el - el(0,1)
=0, s#a~1
Observe that
1 a_l

1
= (b—s)P2
el Ul
the family of equations (5) becomes
p—1
S b— s (1) ~9((0,1)) =0 for b=1,..p—1
s=0
We also get the additional equation
p—1
> o((t1) =0
t=0

which is equivalent to

p—1 1
s=1

So we have p + 1 equations on the p + 1 variables

¢((0,1)), ¢((1,0)), &((1,1)),...,¢((1,p = 1))
2

(10)



The corresponding matrix is
M= -1 (11)

This matrix has size (p + 1) x (p +1). We will be done if we prove that its rank is greater
or equal than p — 1. In order to do that, we will prove that the minor

-2
H = {(b_ s)” }1§b,s§p—1 (12)
has determinant det(H) = 1 # 0. We need the following:
Lemma 2
n—1
n—1 _ n—2k .. R
det <{(ai —b;) hgmg) = [Too =0 Tl et —b)  (13)
k=1 7>
PROOF. Observe that
1
bj
{(ai — bj)”*l}‘ = ( al™t —("Nal? o (D)2 () e (-1 )
i, ] i
n—2
bj
vt

Now we compute determinants by using Vandermonde:

det ({fas =01}, ) = (-0l ﬁ(—l)k(" o) Tl - TT0s -

k=0 j>i j>i
Computing
n—1 n—1 n , on n
(2] Cok(m— 1 (n—1)! _ 1m.2"...(n—1)
(=D)P kUO( Dk kUO Fln—k—1) 1200092009 .. (5 — 1)21

and we are done. [

Back to the Proof of Theorem 1, we apply the Lemma above,

p—2
det(H) = det ({(b . S)H}M) IR | (FEDk
k=1 7>t



p—2 p—1 2(p—1) . 92(p—2) _9)2:2
B ‘ 121 22p=2) .. (p — 2)
_ 2k . N2 —
= 1_11(k +1) 1_[1((1 DY = 221.322...(p —1)2(r-2)
= J=

k

12(0=1) . 22(0=2) .. (p — 2)%2

- (p—2)%1.(p—3)22... 12:(p—2) =((p— 2)!)2 =1

by Wilson’s Theorem. [

A second Proof can be found in Lemma 7.7 of [3]. The advantage of this proof is that
it can be generalized to the following

Theorem 3 Let p be an odd prime. Then the space of functions ¢ : ¥} — F) such that
1. ¢(av) = a¢(v) for allv € F} and a € T,
2. Y wen @(v) =0 for all affine hyperplanes H C )}

p”—1_<n+p—3) (14)

p—1 n—1

has dimension

Remark 4 Observe that the space of linear functions has dimension n.
For n =2, the dimension of the set of functions satistying the statement is

-1 (p-1
p—1 1

>=p+1—(p—1):2

and we recover Theorem 1.
In fact, the only case where linear functions are exactly the ones that satisfy the state-
ment of Theorem 3 (for fized n and every p) is when n = 2.

PROOF. (Sketch) ¢ can be written in a unique way as a polynomial in n variables, of
degree at most p — 1 in each of the variables:

o(x) = Z ap x! (15)
Consider condition 1,

plax) = Z ap ol x! = Z arax! = a ¢(x)
0<I<p

0<I<p-—1

We conclude that we must have a = alll for every a when ar # 0, hence, ¢ satisfies
condition 1 if and only if

ar =0 forall T with |I|# 1 mod (p—1) (16)
Now consider condition 2. We claim that
ay =0 forall I with [I|>(n—-1)(p—1) (17)
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Take any plane H that does not pass throught the origin (if it passes through the origin,
condition 1 implies condition 2 is trivial for H). It can defined by a formula of the form

biz1+...+byx,=1 for (b1,.--,bn)€Fg\{0}

the map
2 ven @) if b eF\ {0}

0 if b=0

¢ — sp(b) =

is an endomorphism of the spaces of maps F; — .
We want to see the action of this endomorphism on the monomials. Assume b, # 0.
Then

Syl (b) = Z x! = Z X(nfl)l(“*l) (b;l(l —bix1—...— bn_la;n_l))i"

x€H x(n_l)GFg_l

= b;ln Z ( in )(_b(nl)).](n_l) Z X(nfl)l(“_l)Jﬁ](“—l)

Jm-1
J(n_l)G]FgZ_l (Il ) X(n_l)EF;_l
Now use that

K -1 ifp—1|m and m>0
> =
0 otherwise

zclFp

Hence, every term is zero unless
p—1|i+ji for [=1,...,n (18)

If iy #£p—1, we take j; =p —1—14;, but if i = p — 1 we may take j; =0 or p — 1.
Suppose some i; = p — 1, let us say i1,...,ix #p—land igy1 =... =ip_1=p—1(k
may be equal to n — 1). Choose a plane with bgy1,...,b, # 0. We get

sa®) =5 (0 )bt e

o (k)> Ok415- -+ On—1

Here each o is either 0 or p — 1. Note that we have not asked any condition to %,.
First suppose k = 0, so all 4 = p — 1 except, maybe i,. Take the hyperplane defined
by the equation z,, = 1, then

le(b) = Z X(m—l)pi1 = (_1)n71 # 0

x(n,l)EF;;_l

so ar = 0 in this case.
Now when k£ > 0 and some o; = p — 1 the multinomial is zero, so the only term that
survives is the one with every a; = 0, provided that

(p—l—il)—l-...—l-(p—l—ik)gin

In other words, k(p — 1) < iy + ...+ ix + i, implies the term is nonzero, so ay = 0. Now
recall that i1 =... =41 =p—1.



So, whenever
(n—=1)(p—1) <|I| we must have ay =0

We have proved the claim, let us summarize, the only a1 that can be choosen freely are the
ones such that

Zil = 1 mod (p-—1) (19)

i < (n=1)(p—1) (20)
(21)

The possible solutions for 0 < I < p are all the solutions to the equation (19) except
for the ones with

Si=(m-1)(p-1)+1 (22)
=1

p—24+n-—1
n—1

solutions (set all the n places to be equal to p — 1 and the distribute p — 2 numbers ”—1").
Equation (19) has

This equation has

p"—1
p—1

solutions (by induction).
So, the dimension of the kernel of sy is

pt—1 n+p-—3
p—1_< n—1 > (23)

O

Considering the problem without asking the homogenity condition,

Theorem 5 Let p be an odd prime. Then the space of functions ¢ : ¥} — F) such that
> pv) =0
vEH

for all affine hyperplanes H C F,} has dimension

pn_<n+p—l> (24)

n

PROOF. The problem here is that we need to considerate also the hyperplanes that contain
the origin (we did not consider them before because the were ruled out by condition 1).

Let H be such a hyperplane, which we can suppose it is given by x, = bijx1 + ... +
bp—12n—1. Then sy acts also on the functions Fz?_l — F).



sx1(Pn-1)) = Z X(n—l)I(“’” (b1z1+ ... 4 bp1@p_1))"

X(n,l)EFl;nil

/in Jino in—|J(n72)\ | PO P in71+in—‘J(n72)|

J n—2
J(U_Q)E]F;'72 ) X(n_1)€F17,171

As before we want to see for what cases sy1(bn_1)) # 0. We need that each component
of the vector I(y,_g) + J(n_2) is a positive multiple of p — 1, but on the other hand, i,—1 +
in — |J(n—2)| is also a positive multiple of p — 1. Adding both terms,

In| = (n=1)(p—1)

Hence, the hyperplanes through the origin do not add any restrictions to the functions.
Therefore, we can restrict ourselves to the condition given by equation (20).
The total dimension is p" and the number of solutions to [I| > (n — 1)(p — 1) is

n—1 n—1+1 n—1+p—1 n+p—1
+ +...+ =
n—1 n—1 n—1 n

set p — 1 in each place and distribute: 0, 1,...,p — 1 numbers ”—1"). e equality comes
t 1i h pl d distribute: 0, 1 1 bers ”—17). Th lit

from the identity
k n k+1 T k+3\ (k+j5+1
k k k) \ k+1

Hence, the dimension of the kernel of sy is

pn_(n—i—p—l) (25)

n

O

2 Radon Transform

Let us make some comments about the above statements. The first condition is a quite
natural one. What does the second condition mean?

Definition 6 Let X be a finite set and S a class of subsets of X. Let K be a field and
¢ X — K a function. The (finite) Radon transform of ¢ is the function ¢ : S — K

such that R
A(S) == ¢(x)

€S

In Theorem 1, we are taking IE‘IQ, as the finite set X and S is the class of lines. Condition 2
means that ¢ is in the kernel of the Radon transform.

Discrete Radon trasforms are used in applied statistics. They are defined in analogy
with the ordinary Radon transform:



Definition 7 Let f : R™ — R a function satisfying certain integrality properties. The
Radon transform f is a real-valued function defined on the affine hyperplanes of R™:

f(r) = /H f (26)

The central problem of this theory is the reconstruction problem: Is the Radon transform
invertible? Can we reconstruct f from f?
Following Bolker in [1], we write

Gy :={S €S|z e S}
Bolker proves the following;:

Theorem 8 Suppose that the cardinality of G, is independent of x,
#(Gg) =« forallz e X

and that
#(G.tmGz’> = ﬁ 7é «
independent of x and x'. Then the Radon transform is injective and its inverse is

BRI NS N
6@) = =5 2 8) — T D 4)

SeGy SeS

In our case, G is the set of lines through a fixed point, then o = p+ 1 = 1. Given two
points there is exactly one line that passes through both of them, so 6 = 1, then Theorem
8 can not be applied, which is consistent with the fact that we have a nontrivial kernel.
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