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Abstract. We exhibit some nontrivial evaluations of the areal Mahler measure of multivariable
polynomials, defined by Pritsker [Pri08] by considering the integral over the product of unit disks
instead of the unit torus as in the standard case. As in the case of the classical Mahler measure, we
find examples yielding special values of L-functions.

1. Introduction

The (logarithmic) Mahler measure of a non-zero rational function P ∈ C(x1, . . . , xn)× is a height
given by

m(P ) :=
1

(2πi)n

∫
Tn

log |P (x1, . . . , xn)|dx1
x1
· · · dxn

xn
,

where the integration is taken over the unit torus Tn = {(x1, . . . , xn) ∈ Cn : |x1| = · · · = |xn| = 1}
with respect to the Haar measure.

In the case where P is a single variable polynomial, m(P ) can be expressed in terms of the roots

of P by means of Jensen’s formula. Namely, if P (x) = a
∏d

j=1(x− αj) ∈ C[x], then

(1) m(P ) = log |a|+
d∑
j=1

log+ |αj|,

where log+ |z| = log max{|z|, 1}. In the multivariable case, m(P ) is more mysterious, and many
formulas are known where m(P ) is related to special values of the Riemann zeta function, L-
functions, and other functions of arithmetic significance (for particular P ’s). For example, Smyth
[Smy81, Boy81] proved the formulas

(2) m(1 + x+ y) =
3
√

3

4π
L(χ−3, 2),

(3) m(1 + x+ y + z) =
7

2π2
ζ(3),

where L(χ−3, s) is the Dirichlet L-function in the character of conductor 3 and ζ(s) is the Riemann
zeta function. The connection to these special values has been explained in terms of relations to
regulators by Deninger [Den97], as well as Boyd [Boy98] and Rodriguez-Villegas [RV99] (see also
the book of Brunault and Zudilin [BZ20] for more details). More specifically, the special values
L(χ−3, 2) and ζ(3) in equations (2) and (3) arise from evaluations of the dilogarithm in the sixth
roots of unity and the trilogarithm in ±1, respectively.
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In this note we consider the (logarithmic) areal Mahler measure defined by Pritsker [Pri08] for
P ∈ C(x1, . . . , xn)× as

mD(P ) =
1

πn

∫
Dn

log |P (x1, . . . , xn)|dA(x1) . . . dA(xn),

where

Dn = {(x1, . . . , xn) ∈ Cn : |x1|, . . . , |xn| ≤ 1}
is the product of n unit disks, and the measure is the natural measure in the A0 Bergman space.

In [Pri08, Theorem 1.1], Pritsker proves that for P (x) = a
∏d

j=1(x− αj) ∈ C[x], then

(4) mD(P ) = m(P ) +
1

2

∑
|αj |<1

(
|αj|2 − 1

)
= log |a|+

d∑
j=1

log+ |αj|+
1

2

∑
|αj |<1

(
|αj|2 − 1

)
,

thus giving a counterpart to Jensen’s formula (1). Pritsker proves various inequalities comparing
mD(P ) to m(P ) and the coefficients of P , discusses Kronecker’s Lemma (that characterizes the
one-variable polynomials P ∈ Z[x] such that mD(P ) = 0), considers approximations, exhibits a
counterexample to Lehmer’s conjecture in this context, and proves some simple evaluations of
multivariable cases. Additional results about the areal Mahler measure can be found in the works
of Choi and Samuels [CS12] and Flammang [Fla15].

In this note, we evaluate the areal Mahler measure of some nontrivial multivariable polynomials
and rational functions. For example, we prove

(5) mD(1 + x+ y) =
3
√

3

4π
L(χ−3, 2) +

1

6
− 11

√
3

16π
.

Comparing this formula with (2), we see the same term involving the L-function/dilogarithm, and
some extra terms.

We also prove that

(6) mD

(
y +

(
1− x
1 + x

))
=

6

π
L (χ−4, 2)− log 2− 1

2
− 1

π
,

which can be compared to the evaluation due to Boyd [Boy92]

(7) m

(
y +

(
1− x
1 + x

))
=

2

π
L(χ−4, 2).

In this case, the term L(χ−4, 2) involving the Dirichlet L-function in the character of conductor 4
comes from evaluating the dilogarithm at ±i. However, unlike the situation of equations (2) and
(5), the dilogarithmic terms in (6) and (7) do not have the same coefficients.

We also study the areal Mahler measure of
√

2 + x+ y and find a formula involving evaluations
of generalized hypergeometric functions that is considerably more mysterious than its counterpart
in the classical Mahler measure.

Variations of Mahler measure such as generalized Mahler measure [GO04], multiple and higher
Mahler measure [KLO08], and zeta Mahler measures [BG69, Aka09] can be adapted to the areal
Mahler measure setting. For example, we compute the areal Mahler measure of x + 1 and prove
that

(8) ZD(s, x+ 1) :=
1

π

∫
D
|x+ 1|sdA(x) = exp

(
∞∑
j=2

(−1)j

j
(1− 21−j)(ζ(j)− 1)sj

)
,
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which can be compared to the classical case [Aka09, KLO08]

Z(s, x+ 1) :=
1

2π

∫
T
|x+ 1|sdx

x
= exp

(
∞∑
j=2

(−1)j

j
(1− 21−j)ζ(j)sj

)
.

We see that both formulas are very similar, and indeed,

ZD(s, x+ 1) =
s+ 1

(s/2 + 1)2
Z(s, x+ 1).

The techniques for proving formulas for the areal Mahler measure and its variants are not unlike
the techniques employed in the classical Mahler measure case, and include inventive changes of
variables in integrals, as well as connections to polylogarithms and other special functions such as
generalized hypergeometric series, and their properties. For the moment we lack the connection to
regulators that could potentially allow us to perform these evaluations more systematically.

This article is organized as follows. In Section 2 we present the areal Mahler measure of x+y and
more generally x1 · · ·xm+y1 · · · yn as a prelude to more involved arguments that follow in subsequent
sections. Section 3 contains the definition and basic properties of polylogarithms, which are central
to most of our computations. We prove some areal Mahler measure formulas including (5) and
(6) in Section 4. Finally, in Section 5 we extend the definition of generalized, multiple, and higher
Mahler measure and the zeta Mahler measure to the areal context, and give examples of evaluations
in each of these cases, including formula (8).

2. A basic result

The simplest possibly non-trivial polynomial that we can consider in this context is a linear
polynomial in one variable. Equation (4) gives us

(9) mD(x− α) =

{
log+ |α| |α| ≥ 1,
|α|2−1

2
|α| ≤ 1.

Given the above formula, it is natural to pose the question about the areal Mahler measure of x+y.
The following result is due to Pritsker, but we reprove it here for completeness.

Proposition 1. [Pri08, Example 5.2] We have

mD(x+ y) = −1

4
.

Proof. We first consider the integral over the variable y by exploiting formula (9). This gives

mD(x+ y) =
1

π2

∫
D2

log |x+ y|dA(y)dA(x) =
1

2π

∫
D
(|x|2 − 1)dA(x).

Parametrizing x = ρeiθ with 0 ≤ ρ ≤ 1 and −π ≤ θ ≤ π, the above integral becomes

mD(x+ y) =
1

2π

∫ π

−π

∫ 1

0

(ρ2 − 1)ρdρdθ =

∫ 1

0

(ρ2 − 1)ρdρ =

(
ρ4

4
− ρ2

2

)∣∣∣∣1
0

= −1

4
.

�

We remark that Proposition 1 exhibits a point of difference between the classical case m and the
areal case mD. Indeed, it is known that the classical Mahler measure of an homogeneous polynomial
is the same as the Mahler measure of any dehomogenization, and in particular, m(x+ y) = m(x+
1) = 0. However, equation (9) shows that mD(x+1) = 0, while Proposition 1 gives mD(x+y) = −1

4
.
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This discrepancy is even more general. Indeed, while m(x1 · · ·xm + y1 · · · yn) = 0, the areal
Mahler measure mD(x1 · · ·xm + y1 · · · yn) is a rational number depending on m and n as shown in
the following result.

Theorem 2. We have for m ≥ 1,

mD(x1 · · ·xm + y) =
1

2m+1
− 1

2
.

For m,n ≥ 2,

mD(x1 · · ·xm + y1 · · · yn) =
1

4
+

(
m+ n− 2

m− 1

)
1

2m+n

− 1

2m+n

n−1∑
r=0

(
m+ n− 3− r

m− 2

)
2r − 1

2m+n

m−1∑
r=0

(
m+ n− 3− r

n− 2

)
2r

− m

2m+n+1

n−1∑
r=0

(
m+ n− 1− r

m

)
2r − n

2m+n+1

m−1∑
r=0

(
m+ n− 1− r

n

)
2r.

Before proving Theorem 2, we need an auxiliary result.

Lemma 3. For a, b ∈ Z≥1,

a∑
r=0

(
a+ b− r

b

)
2r +

b∑
r=0

(
a+ b− r

a

)
2r = 2a+b+1.

Proof. A version of Chu–Vandermonde identity states that, for m,n, r ∈ Z≥0 such that m+ n ≤ r,
we have

(10)
r−m∑
k=n

(
r − k
m

)(
k

n

)
=

(
r + 1

m+ n+ 1

)
.

(See for example Equation (25) in [Knu97, 1.2.6].)
Since 2r =

∑r
p=0

(
r
p

)
, we obtain

a∑
r=0

(
a+ b− r

b

)
2r =

a∑
r=0

(
a+ b− r

b

) r∑
p=0

(
r

p

)

=
a∑
p=0

a∑
r=p

(
r

p

)(
a+ b− r

b

)

=
a∑
p=0

(
a+ b+ 1

b+ p+ 1

)
,

where the last equality follows from (10). Similarly,

b∑
r=0

(
a+ b− r

a

)
2r =

b∑
q=0

(
a+ b+ 1

a+ q + 1

)
=

b∑
q=0

(
a+ b+ 1

b− q

)
.
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Therefore, we have

a∑
r=0

(
a+ b− r

b

)
2r +

b∑
r=0

(
a+ b− r

a

)
2r =

a∑
p=0

(
a+ b+ 1

b+ p+ 1

)
+

b∑
q=0

(
a+ b+ 1

b− q

)

=
a+b+1∑
m=0

(
a+ b+ 1

m

)
=2a+b+1,

where the penultimate inequality follows from rearranging the terms. �

Proof of Theorem 2. Without loss of generality we can assume that m ≥ 2 and n ≥ 1. By sym-
metry, this only excludes the case m = n = 1, which was already treated in Proposition 1. By
equation (9) applied to mD(x) = −1

2
, we have mD(x1 · · · xm−1) = −m−1

2
. By multiplicity, we get

mD(x1 · · ·xm + y1 · · · yn) = mD

(
xm +

y1 · · · yn
x1 · · · xm−1

)
− m− 1

2
.

Applying the definition of the areal Mahler measure and integrating respect to xm by means of (9),
we obtain

mD(x1 · · ·xm + y1 · · · yn) +
m− 1

2

=
1

πm+n

∫
Dm+n

log

∣∣∣∣xm +
y1 · · · yn
x1 · · ·xm−1

∣∣∣∣ dA(x1) . . . dA(xm)dA(y1) . . . dA(yn)

=
1

2πm+n−1

∫
Dm+n−1∩{|y1···yn|≤|x1···xm−1|}

(∣∣∣∣ y1 · · · yn
x1 · · ·xm−1

∣∣∣∣2 − 1

)
dA(x1) . . . dA(xm−1)dA(y1) . . . dA(yn)

+
1

πm+n−1

∫
Dm+n−1∩{|y1···yn|≥|x1···xm−1|}

log

∣∣∣∣ y1 · · · yn
x1 · · ·xm−1

∣∣∣∣ dA(x1) . . . dA(xm−1)dA(y1) . . . dA(yn).

We now consider the change of variables to polar coordinates xj = ρje
iθj and yk = σke

iτk , for
j = 1, . . . ,m− 1 and k = 1, . . . , n, where 0 ≤ θj, τk ≤ 2π, and 0 ≤ ρj, σk ≤ 1. Since the functions
under consideration are independent of θj, τk, we can directly integrate respect to those variables.
We have

mD(x1 · · ·xm + y1 · · · yn) +
m− 1

2

=
2m+n−1

2

∫ 1

0

· · ·
∫ 1

0

∫
σ1···σn≤ρ1···ρm−1

((
σ1 · · ·σn
ρ1 · · · ρm−1

)2

− 1

)
ρ1 · · · ρm−1σ1 · · ·σndρ1 . . . dρm−1dσ1 . . . dσn

+ 2m+n−1
∫ 1

0

· · ·
∫ 1

0

∫
σ1···σn≥ρ1···ρm−1

log

(
σ1 · · ·σn
ρ1 · · · ρm−1

)
ρ1 · · · ρm−1σ1 · · ·σndρ1 . . . dρm−1dσ1 . . . dσn.
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We further consider the change of variables αj = ρ1 · · · ρj, and βk = σ1 · · ·σk for j = 1, . . . ,m − 1
and k = 1, . . . , n. This transformation leads to

mD(x1 · · ·xm + y1 · · · yn) +
m− 1

2

=2m+n−2
∫
0≤αm−1≤···≤α1≤1
0≤βn≤···≤β1≤1

βn≤αm−1

(
β3
n

αm−1
− αm−1βn

)
dα1 . . . dαm−1
α1 · · ·αm−2

dβ1 . . . dβn
β1 · · · βn−1

+ 2m+n−1
∫
0≤αm−1≤···≤α1≤1
0≤βn≤···≤β1≤1

βn≥αm−1

(log βn − logαm−1)αm−1βn
dα1 . . . dαm−1
α1 · · ·αm−2

dβ1 . . . dβn
β1 · · · βn−1

.

Integrating respect to α1, . . . , αm−2 as well as β1, . . . , βn−1 leads to

2m+n−2
∫
0≤βn≤αm−1≤1

(
β3
n

αm−1
− αm−1βn

)
(−1)m−2

(m− 2)!
logm−2 αm−1

(−1)n−1

(n− 1)!
logn−1 βndαm−1dβn

+ 2m+n−1
∫
0≤αm−1≤βn≤1

(log βn − logαm−1)αm−1βn
(−1)m−2

(m− 2)!
logm−2 αm−1

(−1)n−1

(n− 1)!
logn−1 βndαm−1dβn

=
(−1)m+n−12m+n−2

(m− 2)!(n− 1)!

∫
0≤β≤α≤1

(
β3

α
− αβ

)
logm−2 α logn−1 βdαdβ

+
(−1)m+n−12m+n−1

(m− 2)!(n− 1)!

∫
0≤α≤β≤1

(log β − logα)αβ logm−2 α logn−1 βdαdβ.

The above integral can be decomposed into a sum of similar terms, which can be evaluated from
the following general formula

(11)

∫
xj logk xdx = xj+1

k∑
r=0

(−1)rr!

(j + 1)r+1

(
k

r

)
logk−r x+ C,

which can be proven directly by differentiating on both sides.
Formula (11) allows us to compute

∫
0≤β≤α≤1

αβ loga α logb β =
(−1)a+ba!b!

22a+2b+3

b∑
r=0

(
a+ b− r

a

)
2r.(12)

We also have ∫
0≤β≤α≤1

β3

α
logm−2 α logn−1 βdαdβ =− 1

m− 1

∫ 1

0

β3 logm+n−2 βdβ

=
(−1)m+n−1(m+ n− 2)!

(m− 1)4m+n−1 .(13)
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Combining (12), (13), as well as Lemma 3, we obtain

mD(x1 · · ·xm + y1 · · · yn)

=− m− 1

2
+

(
m+ n− 2

m− 1

)
1

2m+n
− 1

2m+n−1

n−1∑
r=0

(
m+ n− 3− r

m− 2

)
2r

− n

2m+n

m−2∑
r=0

(
m+ n− 2− r

n

)
2r +

m− 1

2m+n

m−1∑
r=0

(
m+ n− 2− r

n− 1

)
2r

=

(
m+ n− 2

m− 1

)
1

2m+n
− 1

2m+n−1

n−1∑
r=0

(
m+ n− 3− r

m− 2

)
2r

− n

2m+n

m−2∑
r=0

(
m+ n− 2− r

n

)
2r − m− 1

2m+n

n−1∑
r=0

(
m+ n− 2− r

m− 1

)
2r.(14)

Specializing the above for n = 1 and m > 1, we obtain

mD(x1 · · ·xm + y) =
1

2m+1
− 1

2
.

Moreover, by comparing with Proposition 1, this formula is also true for m = 1.
When n > 1, expression (14) can be made symmetric by exchanging m and n and taking the

average. Applying Lemma 3 again (12), this gives the final expression in the case where both
m,n > 1:

mD(x1 · · ·xm + y1 · · · yn) =
1

4
+

(
m+ n− 2

m− 1

)
1

2m+n

− 1

2m+n

n−1∑
r=0

(
m+ n− 3− r

m− 2

)
2r − 1

2m+n

m−1∑
r=0

(
m+ n− 3− r

n− 2

)
2r

− m

2m+n+1

n−1∑
r=0

(
m+ n− 1− r

m

)
2r − n

2m+n+1

m−1∑
r=0

(
m+ n− 1− r

n

)
2r.

�

3. Some preliminary results on dilogarithms and polylogarithms

We recall in this section some basic properties of polylogarithms. For n1, . . . , nm positive integers,
one can define the multiple polylogarithm as the complex function given by the series

Lin1,...,nm(z1, . . . , zm) :=
∑

0<k1<···<km

zk11 · · · zkmm
kn1
1 · · · knmm

,

which is absolutely convergent for |zi| ≤ 1 for i = 1, . . . ,m− 1 and |zm| ≤ 1 (respectively |zm| < 1)
if nm > 1 (resp. nm = 1). This series can also be extended to a multi-valued meromorphic function
on Cm. The number m is called the length of the polylogarithm, and the number n1 + · · ·+ nm is
called the weight.

The case m = 1 and n1 = 1 leads to the Taylor series of the logarithm at 1,

Li1(z) =
∞∑
k=1

zk

k
= − log(1− z).
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When m = 1 and n1 > 1, the evaluation at z = 1 yields the Riemann zeta function

Lin(1) =
∞∑
j=1

1

jn
= ζ(n).

Some combinations of length 2 polylogarithms can be written in terms of length 1 polylogarithms.
This will be useful for us in Theorem 11, which evaluates the areal higher Mahler measure of 1−x

1+x
.

To achieve this simplification we will use some results due to Nakamura [Nak12] and Panzer [Pan17].
Here we state the formulation of [LL18].

Theorem 4. [LL18, Theorem 3] Let r, s be positive integers, k = r + s, and let u, v be complex
numbers such that |u| = |v| = 1. In addition, we assume that v 6= 1 if s = 1. Let

Rek =

{
Re k odd,

i Im k even.

Then,

2Rek(Lir,s(u, v)) =(−1)kLik(uv) + (−1)k+1Lir(u)Lis(v) + (−1)r−1Lir(u)Lis(v)

+ (−1)r−1
((

k − 1

r − 1

)
Lik(u) +

(
k − 1

s− 1

)
Lik(v)

)
+

k−1∑
m=1

((
m− 1

r − 1

)
Lim(u) +

(
m− 1

s− 1

)
(−1)k+mLim(v)

)
× ((−1)rLik−m(uv) + (−1)s+mLik−m(uv)).

We close this section by considering a modification of the length one dilogarithm. The Bloch–
Wigner dilogarithm is given by

D(z) = Im(Li2(z)− log |z|Li1(z)) = Im(Li2(z)) + log |z| arg(1− z).

It is a continuous function in P1(C), which is real analytic in C \ {0, 1}. It also satisfies

(15) −2

∫ θ

0

log |2 sin t|dt = D(e2iθ).

The following special values will be useful for us

(16) D(eiπ/3) =
3
√

3

4
L(χ−3, 2),

and

(17) D(i) = L(χ−4, 2),

where L(χ−3, s) and L(χ−4, s) denote the Dirichlet L-functions on the characters χ−3 =
(−3
·

)
and

χ−4 =
(−4
·

)
of conductor 3 and 4 respectively.

4. Evaluations of the areal Mahler measure

In this section we consider evaluations of the areal Mahler measures of some particular polyno-
mials and rational functions.
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4.1. The areal Mahler measure of 1 + x+ y. We now consider Smyth’s polynomial 1 + x+ y.

Theorem 5. We have

mD(1 + x+ y) =
3
√

3

4π
L(χ−3, 2) +

1

6
− 11

√
3

16π
.

Proof. By definition and application of (9),

mD(1 + x+ y) =
1

π2

∫
D2

log |1 + x+ y|dA(y)dA(x)

=
1

2π

∫
D∩{|1+x|≤1}

(|1 + x|2 − 1)dA(x) +
1

π

∫
D∩{|1+x|≥1}

log |1 + x|dA(x).
(18)

We treat the first integral above. Write x = ρeiθ with 0 ≤ ρ ≤ 1 and −π ≤ θ ≤ π. We have
that |1 + x|2 = |1 + ρeiθ|2 = ρ2 + 2ρ cos θ + 1, and |1 + x| ≤ 1 if and only if 0 ≤ ρ ≤ −2 cos θ
(provided that cos θ ≤ 0). Therefore, when 2π

3
≤ |θ| ≤ π, we need to integrate in 0 ≤ ρ ≤ 1, while

for π
2
≤ |θ| ≤ 2π

3
, we need to integrate in 0 ≤ ρ ≤ −2 cos θ. Separating these two cases, we obtain,

1

2π

∫
D∩{|1+x|≤1}

(|1 + x|2 − 1)dA(x) =
1

π

∫ π

2π
3

∫ 1

0

(ρ2 + 2ρ cos θ)ρdρdθ +
1

π

∫ 2π
3

π
2

∫ −2 cos θ
0

(ρ2 + 2ρ cos θ)ρdρdθ

=
1

π

∫ π

2π
3

(
1

4
+

2

3
cos θ

)
dθ +

1

π

∫ 2π
3

π
2

(
−4

3
cos4 θ

)
dθ.(19)

Notice that ∫ π

2π
3

cos θdθ = − sin

(
2π

3

)
= −
√

3

2
,

and ∫ 2π
3

π
2

cos4 θdθ =

∫ 2π
3

π
2

(
1 + cos(2θ)

2

)2

dθ =

∫ 2π
3

π
2

(
1

4
+

cos(2θ)

2
+

cos2(2θ)

4

)
dθ

=

∫ 2π
3

π
2

(
1

4
+

cos(2θ)

2
+

1 + cos(4θ)

8

)
dθ =

∫ 2π
3

π
2

(
3

8
+

cos(2θ)

2
+

cos(4θ)

8

)
dθ

=
π

16
+

1

4
sin

(
4π

3

)
+

1

32
sin

(
8π

3

)
=

π

16
− 7
√

3

64
.

Thus, equation (19) equals

1

12
− 1√

3π
− 1

12
+

7

16
√

3π
=− 3

√
3

16π
.(20)

We now consider the second integral in (18). We make the change of variables y = 1 + x and
set y = ρeiθ with 1 ≤ ρ and −π ≤ θ ≤ π. We have that |y − 1|2 = |ρeiθ − 1|2 = ρ2 − 2ρ cos θ + 1,
and |y − 1| ≤ 1 if and only if 0 ≤ ρ ≤ 2 cos θ (provided that 2 cos θ ≥ 0). Putting these conditions
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together, we integrate when 0 ≤ |θ| ≤ π
3

and 1 ≤ ρ ≤ 2 cos θ. This leads to

1

π

∫
D∩{|1+x|≥1}

log |1 + x|dA(x) =
2

π

∫ π
3

0

∫ 2 cos θ

1

(log ρ)ρdρdθ =
2

π

∫ π
3

0

1

2

(
ρ2 log ρ− ρ2

2

)∣∣∣∣2 cos θ
1

dθ

=
1

π

∫ π
3

0

(
4 cos2 θ log(2 cos θ)− 2 cos2 θ +

1

2

)
dθ.

(21)

Note that

(22)

∫ π
3

0

cos2 θdθ =

∫ π
3

0

(
1 + cos(2θ)

2

)
dθ =

π

6
+

1

4
sin

(
2π

3

)
=
π

6
+

√
3

8
.

It remains to compute the integral of cos2 θ log(2 cos θ). We start by making the change of variables
τ = π

2
− θ and use (15) to obtain

∫ π
3

0

cos2 θ log(2 cos θ)dθ =

∫ π
2

π
6

sin2 τ log(2 sin τ)dτ

= −1

2
sin2 τD

(
e2iτ
)∣∣∣∣π2

π
6

+
1

2

∫ π
2

π
6

2 sin τ cos τD
(
e2iτ
)
dτ

=
1

8
D(eiπ/3) +

1

2

∫ π
2

π
6

sin(2τ)
∞∑
n=1

sin(2nτ)

n2
dτ

=
1

8
D(eiπ/3) +

1

4

∫ π

π
3

sin(t)
∞∑
n=1

sin(nt)

n2
dt,(23)

where we have set t = 2τ .
Note that

(24)

∫ π

π
3

sin2(t)dt =
π

3
+

√
3

8
,

and, for n 6= 1,∫ π

π
3

sin(t) sin(nt)dt =
1

2

∫ π

π
3

(cos((n− 1)t)− cos((n+ 1)t)) dt

=
1

2

(
sin((n− 1)t)

n− 1
− sin((n+ 1)t)

n+ 1

)∣∣∣∣π
π
3

=− 1

2

(
ei(n−1)π/3 − e−i(n−1)π/3

2(n− 1)i
− ei(n+1)π/3 − e−i(n+1)π/3

2(n+ 1)i

)
.



EVALUATIONS OF THE AREAL MAHLER MEASURE OF MULTIVARIABLE POLYNOMIALS 11

Incorporating the sum for n ≥ 2 gives

− 1

2

∞∑
n=2

(
ei(n−1)π/3 − e−i(n−1)π/3

2(n− 1)i
− ei(n+1)π/3 − e−i(n+1)π/3

2(n+ 1)i

)
1

n2

=− 1

2

∞∑
n=2

(
ei(n−1)π/3 − e−i(n−1)π/3

2i

(
1

n− 1
− 1

n
− 1

n2

)
− ei(n+1)π/3 − e−i(n+1)π/3

2i

(
1

n2
− 1

n
+

1

n+ 1

))
=− 1

2
Im(Li1(e

iπ/3)) +
1

2
Im
(
e−iπ/3

(
Li1(e

iπ/3)− eiπ/3
)

+ e−iπ/3
(
Li2(e

iπ/3)− eiπ/3
))

+
1

2
Im
(
eiπ/3

(
Li2(e

iπ/3)− eiπ/3
)
− eiπ/3

(
Li1(e

iπ/3)− eiπ/3
))

+
1

2
Im

(
Li1(e

iπ/3)− eiπ/3 − ei2π/3

2

)
=

1

2
Im
(
−
√

3iLi1(e
iπ/3) + Li2(e

iπ/3)
)
− 3
√

3

8

=
1

2
D(eiπ/3)− 3

√
3

8
.

By combining this with (24), and incorporating it in (23), we obtain∫ π
3

0

cos2 θ log(2 cos θ)dθ =
1

4
D(eiπ/3) +

π

12
−
√

3

16
.

Applying this, as well as (22) and (16), we obtain that (21) equals

3
√

3

4π
L(χ−3, 2) +

1

6
−
√

3

2π
.

Combining the above with (20) yields the desired result.
�

4.2. The areal Mahler measure of
√

2+x+y. We proceed to consider the polynomial
√

2+x+y.
A motivation to study this polynomial lies in the fact that it is relatively easy to understand the
boundaries of integration upon application of Jensen’s formula, due to the particular properties of
the constant

√
2. We will see nevertheless that the formula for mD(

√
2 + x + y) is quite involved.

Before stating the result, we remark that

m(
√

2 + x+ y) =
L(χ−4, 2)

π
+

log 2

4
.

This formula can be obtained by specializing the more general expression for m(a+ bx+ cy) (where
a, b, c are arbitrary coefficients) due to Cassaigne and Maillot [Mai03].

In order to state the result for the areal Mahler measure, recall that the generalized hypergeo-
metric function is given by

pFq(a1, . . . , ap; b1, . . . , bq; z) =
∞∑
n=0

(a1)n · · · (ap)n
(b1)n · · · (bq)n

zn

n!
,

where (a)n denotes the Pochhammer symbol given by (a)0 = 1, and for n ≥ 1,

(a)n = a(a+ 1)(a+ 2) · · · (a+ n− 1).

Theorem 6. We have

mD(
√

2 + x+ y) =
L(χ−4, 2)

π
+ C√2 +

3

8
− 3

2π
,
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where

C√2 =
Γ
(
3
4

)2
√

2π3
4F3

(
1

4
,
1

4
,
3

4
,
3

4
;
1

2
,
5

4
,
5

4
; 1

)
−

Γ
(
1
4

)2
72
√

2π3
4F3

(
3

4
,
3

4
,
5

4
,
5

4
;
3

2
,
7

4
,
7

4
; 1

)
.

Remark 7. While other formulas in this article are given in terms of polylogarithms, it is unclear
that the term C√2 can be expressed in this form.

Proof. By definition, we have

mD(
√

2 + x+ y) =
1

π2

∫
D2

log |
√

2 + x+ y|dA(y)dA(x)

=
1

2π

∫
D∩{|

√
2+x|<1}

(|
√

2 + x|2 − 1)dA(x) +
1

π

∫
D∩{|

√
2+x|≥1}

log |
√

2 + x|dA(x).(25)

We treat the first integral above. Write x = ρeiθ with 0 ≤ ρ ≤ 1 and 0 ≤ θ ≤ 2π. We have that
|
√

2 + x|2 = |
√

2 + ρeiθ|2 = ρ2 + 2
√

2ρ cos θ + 2, and |
√

2 + x| ≤ 1 if and only if sin2 θ ≤ 1
2

and

max{0,−
√

2 cos θ −
√

1− 2 sin2 θ} ≤ ρ ≤ min{1,−
√

2 cos θ +
√

1− 2 sin2 θ}. Since∣∣∣√2 cos θ
∣∣∣ ≥ ∣∣∣√1− 2 sin2 θ

∣∣∣ , and cos θ ∈
[
−1,− 1√

2

)
when |π − θ| ≤ π

4
,

we need to integrate the first integral in |π− θ| ≤ π
4

and −
√

2 cos θ−
√

1− 2 sin2 θ ≤ ρ ≤ 1. Thus,
we have

1

2π

∫
D∩{|

√
2+x|<1}

(|
√

2 + x|2 − 1)dA(x)

=
1

2π

∫ 5π
4

3π
4

∫ 1

−
√
2 cos θ−

√
1−2 sin2 θ

(ρ2 + 2
√

2ρ cos θ + 1)ρdρdθ

=
1

2π

∫ 5π
4

3π
4

(
8

3
cos4 θ − 2 cos2 θ +

2
√

2

3
cos θ + 1 +

2
√

2

3
cos θ(1− 2 sin2 θ)3/2

)
dθ.(26)

We remark that∫ 5π
4

3π
4

cos θ(1− 2 sin2 θ)3/2dθ =
1

16

(
3
√

2 arcsin(
√

2 sin θ) + 2(2 sin θ + sin(3θ))
√

cos(2θ)
)∣∣∣∣ 5π4

3π
4

=− 3
√

2π

16
.

By proceeding as in the evaluation of (19), we have that (26) becomes

1

4
− 1

2π
+

√
2

3π

(
−3
√

2π

16

)
=

1

8
− 1

2π
.

For the second integral in (25), we write y =
√

2 + x and y = ρeiθ with 1 ≤ ρ. We have
|y −

√
2|2 = |ρeiθ −

√
2|2 = ρ2 − 2

√
2ρ cos θ + 2 and |y −

√
2| ≤ 1 iff −π

4
≤ θ ≤ π

4
and 1 ≤ ρ ≤
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√
2 cos θ +

√
1− 2 sin2 θ. Therefore,

1

π

∫
D∩{|

√
2+x|≥1}

log |
√

2 + x|dx =
2

π

∫ π
4

0

∫ √2 cos θ+√1−2 sin2 θ

1

(log ρ)ρdρdθ

=
2

π

∫ π
4

0

1

2

(
ρ2 log ρ− ρ2

2

)∣∣∣∣
√
2 cos θ+

√
1−2 sin2 θ

1

dθ

=
1

π

∫ π
4

0

((√
2 cos θ +

√
1− 2 sin2 θ

)2
log
(√

2 cos θ +
√

1− 2 sin2 θ
)

−

(√
2 cos θ +

√
1− 2 sin2 θ

)2
2

+
1

2

 dθ

=
1

8
+

1

π

∫ π
4

0

(√
2 cos θ +

√
1− 2 sin2 θ

)2
log
(√

2 cos θ +
√

1− 2 sin2 θ
)
dθ

− 1

2π

∫ π
4

0

(√
2 cos θ +

√
1− 2 sin2 θ

)2
dθ.(27)

Substituting x =
√

2 cos θ +
√

1− 2 sin2 θ, we have x−1 =
√

2 cos θ −
√

1− 2 sin2 θ, and

dθ = − x− x−1

x
√

4− (x− x−1)2
dx.

This gives
(28)∫ π

4

0

(√
2 cos θ +

√
1− 2 sin2 θ

)2
log
(√

2 cos θ +
√

1− 2 sin2 θ
)
dθ =

∫ √2+1

1

x(x− x−1) log x√
4− (x− x−1)2

dx,

and

(29)

∫ π
4

0

(√
2 cos θ +

√
1− 2 sin2 θ

)2
dθ =

∫ √2+1

1

x (x− x−1)√
4− (x− x−1)2

dx.

Applying integration by parts to (28) gives

∫ √2+1

1

x(x− x−1) log x√
4− (x− x−1)2

dx

=

[
log x

∫ x u(u− u−1)√
4− (u− u−1)2

du−
∫

1

x

(∫ x u(u− u−1)√
4− (u− u−1)2

du

)
dx

]√2+1

1

.(30)
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We now apply the change of variables z = u− u−1 and find that∫
u(u− u−1)√

4− (u− u−1)2
du =

1

4

∫
z
(
z +
√
z2 + 4

)2
√

4− z2
√

4 + z2
dz

=
1

4

(
2

∫
z3dz√
16− z4

+ 4
zdz√

16− z4
+ 2

∫
z2dz√
4− z2

)
=

1

4

(
−
√

16− z4 + 2 arcsin

(
z2

4

)
− z
√

4− z2 + 4 arcsin
(z

2

))
,(31)

where the domain under consideration for z is 0 ≤ z ≤ 2. Therefore, the first integral in (30)
evaluates to

1

4
log

(
z +
√
z2 + 4

2

)(
−
√

16− z4 + 2 arcsin

(
z2

4

)
− z
√

4− z2 + 4 arcsin
(z

2

))∣∣∣∣∣
2

0

=
3π

4
log(
√

2+1).

Equation (31) also allows us to evaluate the integral in (29) as∫ π
4

0

(√
2 cos θ +

√
1− 2 sin2 θ

)2
dθ = 1 +

3π

4
.

Using the same changes of variables (namely u 7→ u − u−1 and x 7→ x − x−1 = z), the second
integral in (30) can be written as∫ √2+1

1

1

x

(∫ x u(u− u−1)√
4− (u− u−1)2

du

)
dx

=
1

4

∫ 2

0

(
−
√

16− z4 + 2 arcsin

(
z2

4

)
− z
√

4− z2 + 4 arcsin
(z

2

)) dz√
4 + z2

=− 1

4

∫ 2

0

√
4− z2dz − 1

4

∫ 2

0

z
√

4− z2√
4 + z2

dz +
1

2

∫ 2

0

arcsin
(
z2

4

)
√

4 + z2
dz +

∫ 2

0

arcsin
(
z
2

)
√

4 + z2
dz

=− 1

4

[
1

2
z
√

4− z2 + 2 arcsin
(z

2

)]2
0

− 1

8

[√
16− z4 + 4 arcsin

(
z2

2

)]2
0

+
1

2

∫ 2

0

arcsin
(
z2

4

)
√

4 + z2
dz +

∫ 2

0

arcsin
(
z
2

)
√

4 + z2
dz

=− π

2
+

1

2
+

1

2

∫ 2

0

arcsin
(
z2

4

)
√

4 + z2
dz +

∫ 2

0

arcsin
(
z
2

)
√

4 + z2
dz.

Thus, to evaluate (27), it only remains to evaluate the last two integrals above. The change of
variable v = z/2 yields

(32)

∫ 2

0

arcsin
(
z
2

)
√

4 + z2
dz =

∫ 1

0

arcsin v√
1 + v2

dv,

∫ 2

0

arcsin
(
z2

4

)
√

4 + z2
dz =

∫ 1

0

arcsin v2√
1 + v2

dv.
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The first integral in (32) equals∫ 1

0

arcsin v√
1 + v2

dv =

[
arcsin v

∫ v dw√
1 + w2

−
∫

1√
1− v2

(∫ v dw√
1 + w2

)
dv

]1
0

= arcsin v log
(
v +
√

1 + v2
)∣∣∣1

0
−
∫ 1

0

log
(
v +
√

1 + v2
)

√
1− v2

dv.

We will use ∫ 1

0

log
(
v +
√

1 + v2
)

√
1− v2

dv = Catalan’s constant = D(i),

which is equation (26) in [Bra01], after a suitable change of variables. We have that the first integral
in (32) is ∫ 1

0

arcsin v√
1 + v2

dv = arcsin v log
(
v +
√

1 + v2
)∣∣∣1

0
−D(i) =

π

2
log(
√

2 + 1)−D(i).

In order to compute the second integral in (32), we make the change of variables u = v2 and
notice that∫ 1

0

arcsin(v2)√
1 + v2

dv =
1

2

∫ 1

0

arcsin(u)√
u(1 + u)

du = arcsin(u) arcsinh(
√
u)
∣∣1
0
−
∫ 1

0

arcsinh(
√
u)√

1− u2
du

=
π

2
log
(√

2 + 1
)
−
∫ 1

0

arcsinh(
√
u)√

1− u2
du.

We recall that

arcsinh(
√
u) =

∞∑
j=0

(−1)juj+
1
2

4j(2j + 1)

(
2j

j

)
.

(See formula 4.6.31 in [AS64].) Thus, we have to compute∫ 1

0

arcsinh(
√
u)√

1− u2
du =

∞∑
j=0

(−1)j

4j(2j + 1)

(
2j

j

)∫ 1

0

uj+
1
2

√
1− u2

du.

The change of variables v = u2 allows us to express the previous integral in terms of the beta
function. (See formulas 6.2.1 and 6.2.2 in [AS64].) This gives∫ 1

0

uj+
1
2

√
1− u2

du =
1

2

∫ 1

0

v
2j−1

4 (1− v)−
1
2dv =

Γ
(
2j+3
4

)
Γ
(
1
2

)
2Γ
(
2j+5
4

) =
2j−

1
2 Γ
(
2j+3
4

)2
Γ
(
2j+3
2

) ,

where the last equality follows from the Lagrange’s duplication formula for the Gamma function
(Equation 6.1.18 in [AS64])

(33) Γ(z)Γ

(
z +

1

2

)
= 21−2z√πΓ(2z),

and the identity Γ
(
1
2

)
=
√
π.

Therefore, we have ∫ 1

0

arcsinh(
√
u)√

1− u2
du =

∞∑
j=0

(−1)j

2j+
1
2 (2j + 1)

(
2j

j

)
Γ
(
2j+3
4

)2
Γ
(
2j+3
2

) .
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Using (33) again, we obtain

Γ

(
2j + 3

2

)
=

2−2j−1
√
πΓ(2j + 2)

Γ(j + 1)
=

2−2j−1
√
π(2j + 1)!

j!
.

Since

Γ

(
2j + 3

4

)
=

{(
2j−1
4

) (
2j−5
4

)
· · · 3

4

(
−1

4

)
Γ
(−1

4

)
j even,(

2j−1
4

) (
2j−5
4

)
· · · 1

4
Γ
(
1
4

)
j odd,

this finally gives∫ 1

0

arcsinh(
√
u)√

1− u2
du =

1√
π

∞∑
`=0

22`+ 1
2

(4`+ 1)2(2`)!
Γ

(
4`+ 3

4

)2

− 1√
π

∞∑
`=0

22`+ 3
2

(4`+ 3)2(2`+ 1)!
Γ

(
4`+ 5

4

)2

=
Γ
(−1

4

)2
√
π

∞∑
`=0

∏`
k=0(4k − 1)2

22`+ 7
2 (4`+ 1)2(2`)!

−
Γ
(
1
4

)2
√
π

∞∑
`=0

∏`
k=0(4k + 1)2

22`+ 5
2 (4`+ 3)2(2`+ 1)!

=
2Γ
(
3
4

)2
√

2π
4F3

(
1

4
,
1

4
,
3

4
,
3

4
;
1

2
,
5

4
,
5

4
; 1

)
−

Γ
(
1
4

)2
36
√

2π
4F3

(
3

4
,
3

4
,
5

4
,
5

4
;
3

2
,
7

4
,
7

4
; 1

)
.

The last equality follows from comparing the sums with the corresponding expressions for 4F3 as
follows

2Γ
(
3
4

)2
√

2π
4F3

(
1

4
,
1

4
,
3

4
,
3

4
;
1

2
,
5

4
,
5

4
; 1

)
=

2Γ
(
3
4

)2
√

2π

∞∑
`=0

(
1
4

)2
`

(
3
4

)2
`(

1
2

)
`

(
5
4

)2
`

1

`!

=
Γ
(−1

4

)2
23
√

2π

∞∑
`=0

1

22`(4`+ 1)2(2`)!

∏̀
k=0

(4k − 1)2

=
Γ
(−1

4

)2
√
π

∞∑
`=0

∏`
k=0(4k − 1)2

22`+ 7
2 (4`+ 1)2(2`)!

,

and similarly,

Γ
(
1
4

)2
36
√

2π
4F3

(
3

4
,
3

4
,
5

4
,
5

4
;
3

2
,
7

4
,
7

4
; 1

)
=

Γ
(
1
4

)2
√
π

∞∑
`=0

∏`
k=0(4k + 1)2

22`+ 5
2 (4`+ 3)2(2`+ 1)!

.

Therefore we have∫ √2+1

1

x(x− x−1) log x√
4− (x− x−1)2

dx =
π

2
− 1

2
+D(i) +

Γ
(
3
4

)2
√

2π
4F3

(
1

4
,
1

4
,
3

4
,
3

4
;
1

2
,
5

4
,
5

4
; 1

)

−
Γ
(
1
4

)2
72
√

2π
4F3

(
3

4
,
3

4
,
5

4
,
5

4
;
3

2
,
7

4
,
7

4
; 1

)
.

This concludes the evaluation of (28), and therefore of (27). Combining with (17), this concludes
the proof. �

4.3. The areal Mahler measure of y +
(
1−x
1+x

)
. In this section we consider the rational function

y +
(
1−x
1+x

)
. More precisely, we prove the following result.

Theorem 8. We have

mD

(
y +

(
1− x
1 + x

))
=

6

π
L (χ−4, 2)− log 2− 1

2
− 1

π
.
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Proof. As in previous cases, we have, by definition,

mD

(
y +

(
1− x
1 + x

))
=

1

π2

∫
D2

log

∣∣∣∣y +

(
1− x
1 + x

)∣∣∣∣ dA(y)dA(x)

=
1

2π

∫
D∩{| 1−x1+x |<1}

(∣∣∣∣1− x1 + x

∣∣∣∣2 − 1

)
dA(x) +

1

π

∫
D∩{| 1−x1+x |≥1}

log

∣∣∣∣1− x1 + x

∣∣∣∣ dA(x).(34)

We consider the first integral above. Note that, for θ ∈ [−π, π) and x = ρeiθ,

(35)

∣∣∣∣1− x1 + x

∣∣∣∣ ≤ 1⇔ 1− 2ρ cos θ + ρ2

1 + 2ρ cos θ + ρ2
≤ 1⇔ cos θ ≥ 0⇔ θ ∈

[
−π

2
,
π

2

]
.

Therefore, we have

(36)
1

2π

∫
D∩{| 1−x1+x |≤1}

(∣∣∣∣1− x1 + x

∣∣∣∣2 − 1

)
dA(x) = − 1

π

∫ 1

0

ρ

∫ π
2

−π
2

2ρ cos θ

1 + 2ρ cos θ + ρ2
dθdρ.

The integral with respect to θ in (36) is evaluated to be∫ π
2

−π
2

2ρ cos θ

1 + 2ρ cos θ + ρ2
dθ =2

∫ π
2

0

2ρ cos θ

1 + 2ρ cos θ + ρ2
dθ

=2

[∫ π
2

0

dθ − (1 + ρ2)

∫ π
2

0

1

1 + 2ρ cos θ + ρ2
dθ

]

=π − 2(1 + ρ2)

∫ π
2

0

sec2
(
θ
2

)
(1 + ρ)2 + (1− ρ)2 tan2

(
θ
2

)dθ.
By applying the change of variables u = tan

(
θ
2

)
, we find that∫ π

2

−π
2

2ρ cos θ

1 + 2ρ cos θ + ρ2
dθ =π − 4(1 + ρ2)

∫ 1

0

du

(1 + ρ)2 + (1− ρ)2u2

=π − 4(1 + ρ2)

1− ρ2
arctan

(
1− ρ
1 + ρ

)
.(37)

Incorporating (37) in (36), we obtain∫ 1

0

ρ

∫ π
2

−π
2

2ρ cos θ

1 + 2ρ cos θ + ρ2
dθdρ =

∫ 1

0

ρ

[
π − 4(1 + ρ2)

1− ρ2
arctan

(
1− ρ
1 + ρ

)]
dρ

=
π

2
−
∫ 1

0

4ρ(1 + ρ2)

1− ρ2
arctan

(
1− ρ
1 + ρ

)
dρ

=
π

2
−

[
arctan

(
1− ρ
1 + ρ

)∫ ρ 4r(1 + r2)

1− r2
dr

∣∣∣∣1
0

+

∫ 1

0

1

1 + ρ2

∫ ρ 4r(1 + r2)

1− r2
drdρ

]
.(38)

Applying the change of variables v = 1− ρ2, we have∫
4ρ(1 + ρ2)

1− ρ2
dρ = −2

∫
2− v
v

dv = −4 log v + 2v + C = −4 log(1− ρ2) + 2(1− ρ2) + C.
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Then, from (38), we derive that∫ 1

0

ρ

∫ π
2

−π
2

2ρ cos θ

1 + 2ρ cos θ + ρ2
dθdρ =

π

2
−
[
−π

2
−
∫ 1

0

1

1 + ρ2
(
4 log(1− ρ2)− 2(1− ρ2)

)
dρ

]
=π + 4

∫ 1

0

log(1− ρ2)
1 + ρ2

dρ− 2

∫ 1

0

1− ρ2

1 + ρ2
dρ

=π log 2 + 2 + 4

∫ 1

0

log
(

1−ρ2
2

)
1 + ρ2

dρ

=2 + π log 2− 4D(i),(39)

where the last equality from the integral representation of the Catalan’s constant D(i) (equation
(19) in [Bra01]).

By incorporating the result of (39) into (36), we obtain

1

2π

∫
D∩{| 1−x1+x |≤1}

(∣∣∣∣1− x1 + x

∣∣∣∣2 − 1

)
dA(x) =

4D(i)

π
− log 2− 2

π
.(40)

It remains to evaluate the second integral in (34). Recall from (35) that we have∣∣∣∣1− x1 + x

∣∣∣∣ ≥ 1⇔ cos θ ≤ 0⇔ θ ∈
[
−π,−π

2

)
∪
(π

2
, π
)
,

where x = ρeiθ and −π ≤ θ < π.
Therefore, (34) can be written as∫

D∩{| 1−x1+x |≥1}
log

∣∣∣∣1− x1 + x

∣∣∣∣ dA(x) =
1

2

∫ 1

0

ρ

[∫ −π
2

−π
log

(
1− 2ρ cos θ + ρ2

1 + 2ρ cos θ + ρ2

)
dθ

+

∫ π

π
2

log

(
1− 2ρ cos θ + ρ2

1 + 2ρ cos θ + ρ2

)
dθ

]
dρ

=

∫ 1

0

ρ

[∫ π

π
2

log

(
1− 2ρ cos θ + ρ2

1 + 2ρ cos θ + ρ2

)
dθ

]
dρ.(41)

We develop the power series of log
(

1−2ρ cos θ+ρ2
1+2ρ cos θ+ρ2

)
to get

log

(
1− 2ρ cos θ + ρ2

1 + 2ρ cos θ + ρ2

)
= log

(
1− 2ρ cos θ

1 + ρ2

)
− log

(
1 +

2ρ cos θ

1 + ρ2

)
=
∞∑
k=1

(−1)k − 1

k

(
2ρ cos θ

1 + ρ2

)k
=− 2

∞∑
j=0

1

2j + 1

(
2ρ cos θ

1 + ρ2

)2j+1

.

Now, for n ≥ 2, a repetitive use of the fact∫
cosn θdθ =

1

n
cosn−1 θ sin θ +

n− 1

n

∫
cosn−2 θdθ
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yields ∫
cosn θdθ =

1

n
cosn−1 θ sin θ +

1

n

bn2 c−1∑
k=1

(
k∏
`=1

n− 2`+ 1

n− 2`

)
cosn−2k−1 θ sin θ

+
(n− 1)(n− 3) · · ·

(
n− 2

⌊
n
2

⌋
+ 1
)

n(n− 2) · · ·
(
n− 2

⌊
n
2

⌋
+ 2
) ∫

cosn−2b
n
2 c θdθ,

where bxc denotes the largest integer less than or equal to x.
Therefore, when n = 2j + 1, we have, for j = 0 and j ≥ 1,∫ π

π
2

cos θdθ = −1,

∫ π

π
2

cos2j+1 θdθ =
(2j)(2j − 2) · · · 2

(2j + 1)(2j − 1) · · · 3

∫ π

π
2

cos θdθ = − 4j(j!)2

(2j + 1)!
,

respectively. This implies that∫ π

π
2

log

(
1− 2ρ cos θ + ρ2

1 + 2ρ cos θ + ρ2

)
dθ =2

(
2ρ

1 + ρ2
+
∞∑
j=1

1

2j + 1

4j(j!)2

(2j + 1)!2

(
2ρ

1 + ρ2

)2j+1
)
.(42)

Therefore, in order to compute the integral over ρ in (41), we need to first consider the individual
integrals

(43)

∫ 1

0

(
2ρ

1 + ρ2

)2j+1

ρdρ, for all j ≥ 0.

When j = 0, we have∫ 1

0

2ρ2

1 + ρ2
dρ = 2

∫ 1

0

(
1− 1

1 + ρ2

)
dρ = 2 [ρ− arctan ρ]10 = 2− π

2
.

For j ≥ 1, using integration by parts (where ρ
(1+ρ2)2j+1 is integrated and the rest is differentiated),

the integrals in (43) give∫ 1

0

(
2ρ

1 + ρ2

)2j+1

ρdρ =4j

(
−ρ2j+1

2j (1 + ρ2)2j

∣∣∣∣1
0

+
2j + 1

2j

∫ 1

0

ρ2j

(1 + ρ2)2j
dρ

)

=4j
[
−ρ2j+1

2j (1 + ρ2)2j
+

2j + 1

2(2j)

(
− ρ2j−1

(2j − 1) (1 + ρ2)2j−1
+

∫
ρ2j−2

(1 + ρ2)2j−1
dρ

)]1
0

=− 2

2j − 1
+

4j(2j + 1)

4j

∫ 1

0

ρ2j−2

(1 + ρ2)2j−1
dρ.(44)

The change of variables u = ρ2 yields∫ 1

0

(
2ρ

1 + ρ2

)2j+1

ρdρ = − 2

2j − 1
+

4j−1(2j + 1)

2j

∫ 1

0

uj−
3
2

(1 + u)2j−1
du.

Making the change of variables v = u
1+u

, we have∫ 1

0

uj−
3
2

(1 + u)2j−1
du =

∫ 1
2

0

vj−
3
2 (1− v)j−

3
2dv
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By the change of variables w = 1− v, we have that

∫ 1
2

0

vj−
3
2 (1− v)j−

3
2dv =

∫ 1

1
2

wj−
3
2 (1− w)j−

3
2dw.

Therefore, we obtain the beta function

∫ 1

0

uj−
3
2

(1 + u)2j−1
du =

1

2

∫ 1

0

vj−
3
2 (1− v)j−

3
2dv =

Γ
(
j − 1

2

)2
2Γ (2j − 1)

=
43−2jπΓ (2j − 2)2

2Γ(j − 1)2Γ (2j − 1)

=
π

24j−3

(
2j − 2

j − 1

)
.(45)

Incorporating (45) into (44), we obtain

(46)

∫ 1

0

(
2ρ

1 + ρ2

)2j+1

ρdρ = − 2

2j − 1
+

(2j + 1)π

4jj

(
2j − 2

j − 1

)
.

Next, combining (41) and (42) along with (46), we derive that

∫
D∩{| 1−x1+x |≥1}

log

∣∣∣∣1− x1 + x

∣∣∣∣ dA(x) =2

∫ 1

0

(
2ρ

1 + ρ2
+
∞∑
j=1

1

2j + 1

4j(j!)2

(2j + 1)!

(
2ρ

1 + ρ2

)2j+1
)
ρdρ

=2

(
2− π

2
+
∞∑
j=1

1

2j + 1

4j(j!)2

(2j + 1)!

(
− 2

2j − 1
+

(2j + 1)π

4jj

(
2j − 2

j − 1

)))

=4− π − 2
∞∑
j=1

2

4j2 − 1

4j(j!)2

(2j + 1)!
+ π

∞∑
j=1

1

j2(2j + 1)

(j!)2

(2j − 1)!

(
2j − 2

j − 1

)
.

Simplifying the above sums individually, we obtain

π

∞∑
j=1

1

j2(2j + 1)

(j!)2

(2j − 1)!

(
2j − 2

j − 1

)
= π

∞∑
j=1

1

4j2 − 1
=
π

2

∞∑
j=1

(
1

2j − 1
− 1

2j + 1

)
=
π

2
,
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and
∞∑
j=1

2

4j2 − 1

4j(j!)2

(2j + 1)!
=
∞∑
j=1

1

2j − 1

4j(j!)2

(2j + 1)!
−
∞∑
j=1

1

2j + 1

4j(j!)2

(2j + 1)!

=
1

2

∞∑
j=1

(
1

2j − 1
− 1

2j + 1

)
4j(j!)2

(2j)!
−
∞∑
j=1

1

2j + 1

4j(j!)2

(2j + 1)!

=1 +
1

2

∞∑
j=2

2j

(2j − 1)2
4j−1((j − 1)!)2

(2(j − 1))!
− 1

2

∞∑
j=2

1

2j − 1

4j−1((j − 1)!)2

(2(j − 1))!

−
∞∑
j=1

1

2j + 1

4j(j!)2

(2j + 1)!

=1 +
1

2

∞∑
k=1

1

2k + 1

4k(k!)2

(2k + 1)!
−
∞∑
j=1

1

2j + 1

4j(j!)2

(2j + 1)!

=1− 1

2
(2D(i)− 1)

=
3

2
−D(i),

where the evaluation of the sum follows from [Bra99, Theorem 2]. (See also equation (61) in
[Bra01].) Therefore, the integral over the domain D ∩

{∣∣1−x
1+x

∣∣ ≥ 1
}

yields

1

π

∫
D∩{| 1−x1+x |≥1}

log

∣∣∣∣1− x1 + x

∣∣∣∣ dA(x) =
1

π

[
4− π − 2

(
3

2
−D(i)

)
+
π

2

]
=

1

π
− 1

2
+

2

π
D(i).

By combining this with (40) and (17), the result follows.
�

5. The areal versions of generalized, higher, and zeta Mahler measures

In this section we consider areal versions of some variants of the Mahler measure, namely gener-
alized Mahler measure, higher Mahler measure, and zeta Mahler measures.

5.1. Generalized areal Mahler measure. Generalized Mahler measures were introduced by Gon
and Oyanagi [GO04] who studied their basic properties, computed some examples, and related them
to multiple sine functions and special values of Dirichlet L-functions. They were also studied in
[IL13, Lal08].

Given nonzero rational functions P1, . . . , Pr ∈ C(x1, . . . , xn)×, the generalized (logarithmic)
Mahler measure of P1, . . . , Pr is defined by

mmax(P1, . . . , Pr) =
1

(2πi)n

∫
Tn

max{log |P1|, . . . , log |Pr|}
dx1
x1
· · · dxn

xn
.

It is natural to consider the generalized areal Mahler measure of P1, . . . , Pr to be defined by

mD,max(P1, . . . , Pr) =
1

πn

∫
Dn

max{log |P1|, . . . , log |Pr|}dA(x1) . . . dA(xn).

We have the following result.
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Proposition 9. We have

mD,max(x1, . . . , xn) = − 1

2n
.

We remark that in the classical case, we have mmax(x1, . . . , xn) = 0.

Proof. As usual, we proceed to apply the definition together with the change of variables xj = ρje
iθj .

This gives

mD,max(x1, . . . , xn) =
1

πn

∫
Dn

max{log |x1|, . . . , log |xn|}dA(x1) . . . dA(xn)

=2n
∫ 1

0

· · ·
∫ 1

0

max{log ρ1, . . . , log ρn}ρ1 · · · ρndρ1 . . . dρn.

Notice that the above integral can be written as a sum of n! integrals, where each term corresponds
to a certain order of the variables ρj. The advantage of considering the ordered variables lies in
the fact that the maximum is then easy to describe. Thus, the above becomes

2nn!

∫
0≤ρ1≤···≤ρn≤1

log ρnρ1 · · · ρndρ1 . . . dρn

=2nn!

∫
0≤ρ2≤···≤ρn≤1

log ρn
ρ32
2
· · · ρndρ2 . . . dρn

=2nn!

∫
0≤ρ3≤···≤ρn≤1

log ρn
ρ53

2 · 4
· · · ρndρ3 . . . dρn

= · · ·

=2nn!

∫
0≤ρn≤1

log ρn
ρ2n−1n

2 · · · (2n− 2)
dρn

=2n
ρ2nn

(2n)2
(2n log ρn − 1)

∣∣∣∣1
0

=− 1

2n
.

�

5.2. Multiple and higher areal Mahler measures. The multiple Mahler measure was defined
in [KLO08] for nonzero rational functions P1, . . . , Pr ∈ C(x1, . . . , xn)× by

m(P1, . . . , Pr) :=
1

(2πi)n

∫
Tn

log |P1(x1, . . . , xn)| · · · log |Pr(x1, . . . , xn)|dx1
x1
· · · dxn

xn
.

For the particular case in which P1 = · · · = Pr = P , the multiple Mahler measure is called higher
Mahler measure and is given by

(47) mr(P ) :=
1

(2πi)n

∫
Tn

logr |P (x1, . . . , xn)|dx1
x1
· · · dxn

xn
.

The multiple Mahler measure and the higher Mahler measure were considered by various authors
who computed specific formulas and proved various limiting properties [KLO08, Sas10, Sas12,
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BS12, BBSW12, IL13, Bis14, BM14, LL16]. It is natural to consider the areal versions of these
constructions, given by

mD,h1,...,hr(P1, . . . , Pr) :=
1

πn

∫
Dn

logh1 |P1(x1, . . . , xn)| · · · loghr |Pr(x1, . . . , xn)|dA(x1) . . . dA(xn).

Proposition 10. We have

mD,h1,...,hn(x1, . . . , xn) =
(−1)h1+···+hnh1! · · ·hn!

2h1+···+hn+n
.

We remark that in the classical case, we have mh1,...,hn(x1, . . . , xn) = 0.

Proof. First we recall equation (11), which in particular gives∫ 1

0

x logk xdx =
(−1)kk!

2k+1
.

Proceeding as usual by setting xj = ρje
iθj , we have

mD,h1,...,hn(x1, . . . , xn) =
1

πn

∫
Dn

logh1 |x1| · · · loghn |xn|dA(x1) . . . dA(xn)

=2n
∫ 1

0

· · ·
∫ 1

0

logh1 ρ1 · · · loghn ρnρ1 · · · ρndρ1 . . . dρn

=
(−1)h1+···+hnh1! · · ·hn!

2h1+···+hn+n
.

�

We consider a more elaborate case. The following formula is proven in [Sas15, LL16]:

mh

(
1− x
1 + x

)
=


|Eh|
2h

πh h even,

0 h odd,

where En denotes the nth Euler number.
We have the following areal version of the above result.

Theorem 11. For h ∈ Z>0 even, we have,

mD,h

(
1− x
1 + x

)
=− 2(h− 1)Bh(πi)

h−1 +
Eh(πi)

h

2h
− Eh−2(πi)

h−2h(h− 1)

2h−2
log 2

− 4h!

2h

h−1∑
m=2

(1− 21−m)ζ(m)
Eh−m−1(πi)

h−m−1

(h−m− 1)!

− 2(πi)h−1
h∑

m=0

(
h

m

)
(1− 21−m)(1− 21−h+m)BmBh−m,

where Bn and En denote the nth Bernoulli number and the nth Euler number respectively, and the
first sum for h = 2 should be interpreted as equal to zero.

For h odd, we have

mD,h

(
1− x
1 + x

)
= 0.
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Proof. By definition, we have

mD,h

(
1− x
1 + x

)
=

1

π

∫
D

logh
∣∣∣∣1− x1 + x

∣∣∣∣ dA(x).

We remark that the change of variables z = 1−x
1+x

takes the unit disk to the right half plane H+

defined by Re(z) ≥ 0. The areal measure of the unit disk is dA(x) = dx1dx2, and under the map
f : x 7→ 1−x

1+x
= z, by definition, the areal measure of H+ is

dA(z) = |x1,z1x2,z2 − x1,z2x2,z1 | dz1dz2, where
∂zj
∂xk

= zj,xk for j = 1, 2 and k = 1, 2.

Since the map f is conformal on D, it satisfies the Cauchy–Riemann relations, and therefore

|x1,z1x2,z2 − x1,z2x2,z1| dz1dz2 =

∣∣∣∣dxdz
∣∣∣∣2 dz1dz2 =

∣∣∣∣ ddz
(

1− z
1 + z

)∣∣∣∣2 dz1dz2 =
4dz1dz2
|z + 1|4

.

In sum, we have that

(48)

∫
D

logh
∣∣∣∣1− x1 + x

∣∣∣∣ dA(x) = 4

∫
H+

logh |z| dz1dz2
|z + 1|4

.

We further consider the change to polar coordinates z = ρeiθ with ρ ≥ 0, −π
2
≤ θ ≤ π

2
. The

integral in (48) can be written as∫
H+

logh |z| dz1dz2
|z + 1|4

=

∫
Re(z)≥0

logh |z| dz1dz2
|z + 1|4

=

∫ ∞
0

ρ logh ρ

∫ π
2

−π
2

dθ

|ρeiθ + 1|4
dρ

=

∫ 1

0

ρ logh ρ

∫ π
2

−π
2

dθ

|ρeiθ + 1|4
dρ+ (−1)h

∫ 1

0

ρ logh ρ

∫ π
2

−π
2

dθ

|ρeiθ + 1|4
dρ,

where the last equality is obtained by separating the integral over ρ into 0 ≤ ρ ≤ 1 and 1 ≤ ρ, and
then applying the change of variables ρ 7→ ρ−1 in the 1 ≤ ρ term. The above derivation implies
that

∫
H+

logh |z| dz1dz2
|z + 1|4

=


2

∫ 1

0

ρ logh ρ

∫ π
2

−π
2

dθ

|ρeiθ + 1|4
dρ h is even,

0 h is odd.

For what follows we will assume that h is even. First we will also assume that h 6= 2, as this will
guarantee that certain series converge. The case h = 2 will be treated later.
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Evaluating the individual terms in the above formula leads to

∫ 1

0

ρ logh ρ

∫ π
2

−π
2

dθ

|ρeiθ + 1|4
dρ =

∫ 1

0

ρ logh ρ

∫ π
2

−π
2

dθ

(ρeiθ + 1)2 (ρe−iθ + 1)2
dρ

=

∫ 1

0

ρ logh ρ

∫ π
2

−π
2

(∑
k≥0

(k + 1)(−ρ)keikθ

)(∑
`≥0

(`+ 1)(−ρ)`e−i`θ

)
dθdρ

=π
∑
k≥0

∫ 1

0

(k + 1)2ρ2k+1 logh ρdρ(49)

+
2

i

∑
k>`≥0

∫ 1

0

(k + 1)(`+ 1)

k − `
(−1)k+`

(
ik−` − (−i)k−`

)
ρk+`+1 logh ρdρ.(50)

From (11) we have

∫ 1

0

xj logk xdx =
(−1)kk!

(j + 1)k+1
.

Since h is even, we can calculate the integral in (49) and obtain, for h > 2,

∑
k≥0

∫ 1

0

(k + 1)2ρ2k+1 logh ρdρ =
∑
k≥0

h!(k + 1)2

(2k + 2)h+1
=

h!

2h+1

∑
k≥0

1

(k + 1)h−1
=

h!

2h+1
ζ(h− 1).

For the integral in (50), first notice that, since k + ` and k − ` have the same parity, it suffices
to consider

∑
k>`≥0

∫ 1

0

(k + 1)(`+ 1)

k − `
Ik−`ρ

k+`+1 logh ρdρ, where Ij = (−i)j − ij.
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Setting k∗ = k + 1, `∗ = `+ 1 first, and then a = k∗ − `∗, b = k∗ + `∗, we find that

∑
k>`≥0

∫ 1

0

(k + 1)(`+ 1)

k − `
Ik−`ρ

k+`+1 logh ρdρ =h!
∑
k>`≥0

(k + 1)(`+ 1)

(k − `)(k + `+ 2)h+1
Ik−`

=h!
∑

k∗>`∗≥1

k∗`∗

(k∗ − `∗)(k∗ + `∗)h+1
Ik∗−`∗

=
h!

4

[ ∑
k∗>`∗≥1

Ik∗−`∗

(k∗ − `∗)(k∗ + `∗)h−1
−

∑
k∗>`∗≥1

(k∗ − `∗)Ik∗−`∗
(k∗ + `∗)h+1

]

=
h!

4

 ∑
b>a≥1

a≡bmod2

Ia
abh−1

−
∑
b>a≥1

a≡bmod 2

aIa
bh+1


=
h!

8

[ ∑
b>a≥1

(1 + (−1)a+b)Ia
abh−1

−
∑
b>a≥1

a(1 + (−1)a+b)Ia
bh+1

]

=
h!

8

[ ∑
b>a≥1

(−i)a − ia + ia(−1)b − (−i)a(−1)b

abh−1

−
∑
b>a≥1

a((−i)a − ia + ia(−1)b − (−i)a(−1)b)

bh+1

]
.

In order to proceed, we need the following result, which will be proven later.

Lemma 12. Let h ∈ Z>2 |α|, |β| ≤ 1. We have

∑
b>1

βb

bh−1

b−1∑
a=1

αa

a
=Li1,h−1(α, β),(51)

and for α 6= 1,

∑
b>1

βb

bh+1

b−1∑
a=1

aαa =
1

(α− 1)2
(αLih(αβ)− αLih+1(αβ)− Lih(αβ) + αLih+1(β)).(52)
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Applying Lemma 12 gives∑
k>`≥0

∫ 1

0

(k + 1)(`+ 1)

k − `
Ik−`ρ

k+`+1 logh ρdρ

=
h!

8

[ ∑
b>a≥1

(−i)a − ia + ia(−1)b − (−i)a(−1)b

abh−1
−
∑
b>a≥1

a((−i)a − ia + ia(−1)b − (−i)a(−1)b)

bh+1

]

=
h!

8
[Li1,h−1(−i, 1)− Li1,h−1(i, 1) + Li1,h−1(i,−1)− Li1,h−1(−i,−1)

− 1

(−i− 1)2
(−iLih(−i) + iLih+1(−i)− Lih(−i)− iLih+1(1))

+
1

(i− 1)2
(iLih(i)− iLih+1(i)− Lih(i) + iLih+1(1))

− 1

(i− 1)2
(iLih(−i)− iLih+1(−i)− Lih(−i) + iLih+1(−1))

+
1

(−i− 1)2
(−iLih(i) + iLih+1(i)− Lih(i)− iLih+1(−1))].

The length 2 polylogarithms above can be written in terms of length 1 polylogarithms by means
of Theorem 4 as follows (recall that h > 2 is even),

Li1,h−1(−i, 1)− Li1,h−1(i, 1) + Li1,h−1(i,−1)− Li1,h−1(−i,−1)

=2Reh(Li1,h−1(−i, 1)) + 2Reh(Li1,h−1(i,−1))

=3Lih(i) + Lih(−i) + (h− 1)(Lih(1) + Lih(−1))

− (Lih−1(1) + Lih−1(−1))(−Li1(−i) + Li1(i))

+
h−1∑
m=1

(Lim(i) + Lim(−i))(−Lih−m(−i) + (−1)m−1Lih−m(i)).

For the length 1 polylogarithms in the expression of
∑

k>`≥0
∫ 1

0
(k+1)(`+1)

k−` Ik−`ρ
k+`+1 logh ρdρ, we

have

− 1

(−i− 1)2
(−iLih(−i) + iLih+1(−i)− Lih(−i)− iLih+1(1))

+
1

(i− 1)2
(iLih(i)− iLih+1(i)− Lih(i) + iLih+1(1))

− 1

(i− 1)2
(iLih(−i)− iLih+1(−i)− Lih(−i) + iLih+1(−1))

+
1

(−i− 1)2
(−iLih(i) + iLih+1(i)− Lih(i)− iLih+1(−1))

=
i

2
(−iLih(−i) + iLih+1(−i)− iLih+1(1)) +

i

2
(iLih(i)− iLih+1(i) + iLih+1(1))

− i

2
(iLih(−i)− iLih+1(−i) + iLih+1(−1))− i

2
(−iLih(i) + iLih+1(i)− iLih+1(−1))

=− (Lih(i)− Lih(−i)) + (Lih+1(i)− Lih+1(−i)).
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Putting everything together, we have

8

h!

∑
k>`≥0

∫ 1

0

(k + 1)(`+ 1)

k − `
Ik−`ρ

k+`+1 logh ρdρ

=2(Lih(i) + Lih(−i)) + (h− 1)(Lih(1) + Lih(−1))

− (Lih−1(1) + Lih−1(−1))(−Li1(−i) + Li1(i))

+
h−1∑
m=1

(Lim(i) + Lim(−i))(−Lih−m(−i) + (−1)m−1Lih−m(i))

+ (Lih+1(i)− Lih+1(−i))

=22−hLih(−1) + (h− 1)21−hζ(h)− 22−hζ(h− 1)
πi

2
+ 2iL(h+ 1, χ−4)

+
h−1∑
m=1
m odd

21−mLim(−1)2iL(h−m,χ−4)−
h−1∑
m=1
m even

21−mLim(−1)21−h+mLih−m(−1)

=22−h(21−h − 1)ζ(h) + (h− 1)21−hζ(h)− iπ21−hζ(h− 1) + 2iL(h+ 1, χ−4)− 2i log(2)L(h− 1, χ−4)

+ i
h−1∑
m=2
m odd

22−m(21−m − 1)ζ(m)L(h−m,χ−4)−
h−1∑
m=2
m even

22−h(21−m − 1)(21−h+m − 1)ζ(m)ζ(h−m).

We can further simplify by applying the facts that

ζ(2n) =
(−1)n+1B2n(2π)2n

2(2n)!
and L(2n+ 1, χ−4) =

(−1)nE2nπ
2n+1

22n+2(2n)!
.

The previous identity then equals

2(1− 21−h)
ihBhπ

h

h!
− (h− 1)

ihBhπ
h

h!
− iπ21−hζ(h− 1) +

ih+1Ehπ
h+1

2h+1h!
+ log(2)

ih+1Eh−2π
h−1

2h−1(h− 2)!

+
h−1∑
m=2
m odd

2(21−m − 1)ζ(m)
ih−mEh−m−1π

h−m

2h(h−m− 1)!
− ihπh

h!

h−1∑
m=2
m even

(
h

m

)
(21−m − 1)(21−h+m − 1)BmBh−m.
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Finally we get, for h > 2 even,

1

π

∫
D

logh
∣∣∣∣1− x1 + x

∣∣∣∣ dA(x)

=
h!

2h−2
ζ(h− 1) +

2h!

πi

[
2(1− 21−h)

ihBhπ
h

h!
− (h− 1)

ihBhπ
h

h!
− iπ21−hζ(h− 1)

+
ih+1Ehπ

h+1

2h+1h!
+ log(2)

ih+1Eh−2π
h−1

2h−1(h− 2)!
+

h−1∑
m=2
m odd

2(21−m − 1)ζ(m)
ih−mEh−m−1π

h−m

2h(h−m− 1)!

−i
hπh

h!

h−1∑
m=2
m even

(
h

m

)
(21−m − 1)(21−h+m − 1)BmBh−m


=− 2(h− 1)Bh(πi)

h−1 +
Eh(πi)

h

2h
− log(2)

Eh−2(πi)
h−2h(h− 1)

2h−2

− 4h!

2h

h−1∑
m=2

(1− 21−m)ζ(m)
Eh−m−1(πi)

h−m−1

(h−m− 1)!

− 2(πi)h−1
h∑

m=0

(
h

m

)
(1− 21−m)(1− 21−h+m)BmBh−m,(53)

where we have used that Bn = En = 0 when n is odd (with the exception of B1).
Note that above computation fails to converge when h = 2. Therefore, we need to evaluate the

h = 2 case in a different way. Since log2
∣∣1−x
1+x

∣∣ = log2 |1− x| − 2 log |1− x| log |1 + x|+ log2 |1 + x| ,
and mD,2 (1− x) = mD,2 (1 + x) , we have

mD,2

(
1− x
1 + x

)
= 2mD,2 (1 + x)− 2

π

∫
D

log |1− x| log |1 + x| dx.

It only remains to compute the second integral. Following the method in the proof of [KLO08,
Theorem 7], we derive∫

D
log |1− x| log |1 + x| dx =

∫ 1

0

ρ

[∫ 2π

0

Re
(
log
(
1− ρeiθ

))
Re
(
log
(
1 + ρeiθ

))
dθ

]
dρ

=

∫ 1

0

ρ

[∫ 2π

0

(
−
∑
k≥1

ρk

k
cos(kθ)

)(
−
∑
`≥1

(−1)`ρ`

`
cos(`θ)

)
dθ

]
dρ

=

∫ 1

0

∑
k,`≥1

(−1)`ρk+`+1

k`

[∫ 2π

0

cos(kθ) cos(`θ)dθ

]
dρ.

On the other hand, we have∫ 2π

0

cos(kθ) cos(`θ)dθ =

{
π if k = `,

0 if k 6= `.
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This implies that∫
D

log |1− x| log |1 + x| dx =

∫ 1

0

∑
k,`≥1

(−1)`ρk+`+1

k`

[∫ 2π

0

cos(kθ) cos(`θ)dθ

]
dρ

=π
∑
k≥1

(−1)k

k2

∫ 1

0

ρ2k+1dρ

=
π

2

∑
k≥1

(−1)k

k2(k + 1)

=
π

2

∑
k≥1

(−1)k
[

1

k2
− 1

k
+

1

k + 1

]
=
π

2
[Li2(−1)− 2Li1(−1)− 1] .

Therefore,

mD,2

(
1− x
1 + x

)
=2mD,2 (1 + x)− Li2(−1) + 2Li1(−1) + 1

=
π2

6
− 1 +

π2

12
− 2 log 2 + 1

=
π2

4
− 2 log 2.

Finally we remark that this value is also obtained by replacing h = 2 in (53). �

It remains to prove Lemma 12.

Proof of Lemma 12. Identity (51) follows directly from the definition of multiple polylogarithms.
For identity (52) we have∑

b>1

βb

bh+1

b−1∑
a=1

aαa =
∑
b≥1

βb

bh+1

α((b− 1)αb − bαb−1 + 1)

(α− 1)2

=
1

(α− 1)2
(αLih(αβ)− αLih+1(αβ)− Lih(αβ) + αLih+1(β)).

�

5.3. Areal zeta Mahler measure. The zeta Mahler measure was defined by Akatsuka [Aka09]
for a nonzero rational function P ∈ C(x1, . . . , xn)× by

Z(s, P ) :=
1

(2πi)n

∫
Tn
|P (x1, . . . , xn)|s dx1

x1
· · · dxn

xn
,

where s is a complex variable in a neighborhood of 0.
The zeta Mahler measure was considered in [KLO08, Bis14, BM18, Sas15, Rin22]. Its Taylor

expansion is the generating series of the higher Mahler measure given in (47).

Z(s, P ) =
∞∑
k=0

mk(P )sk

k!
.
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Akatsuka computed the zeta Mahler measure Z(s, x − c) for a constant c. His result in [Aka09,
Theorem 2] implies the following formula for ρ < 1:

(54)
1

2π

∫ π

−π
|ρeiθ + 1|sdθ = 2F1

(
−s

2
,−s

2
; 1; ρ2

)
.

We may consider the areal zeta Mahler measure defined by

ZD(s, P ) :=
1

πn

∫
Dn
|P (x1, . . . , xn)|s dA(x1) . . . dA(xn).

We follow some arguments from [KLO08, Theorem 14] to prove the next result.

Theorem 13. We have

ZD(s, x+ 1) = exp

(
∞∑
j=2

(−1)j

j
(1− 21−j)(ζ(j)− 1)sj

)
.

Proof. By definition and the usual change of variables, we have

ZD(s, x+ 1) =
1

π

∫
D
|x+ 1|sdA(x) =

1

π

∫ 1

0

∫ π

−π
|ρeiθ + 1|sρdθdρ.

By applying Akatsuka’s result (54), we then have to compute

ZD(s, x+ 1) =2

∫ 1

0
2F1

(
−s

2
,−s

2
; 1; ρ2

)
ρdρ = 2

∫ 1

0

∞∑
n=0

(−s/2)2n
(n!)2

ρ2n+1dρ

=
∞∑
n=0

(
s/2

n

)2
1

(n+ 1)
=

1

s/2 + 1

∞∑
n=0

(
s/2

n

)(
s/2 + 1

s/2− n

)
=

1

s/2 + 1

(
s+ 1

s/2

)
=

s+ 1

(s/2 + 1)2
Γ(s+ 1)

Γ(s/2 + 1)2
.

We now apply the Weierstrass product of the Gamma function

Γ(s+ 1)−1 = eγs
∞∏
k=1

(
1 +

s

k

)
e−s/k,

to obtain

ZD(s, x+ 1) =
∞∏
k=2

(
1 + s

2k

)2
1 + s

k

= exp

(
∞∑
k=2

(
2 log

(
1 +

s

2k

)
− log

(
1 +

s

k

)))

= exp

(
∞∑
j=1

(−1)j−1

j

∞∑
k=2

(
2

(2k)j
− 1

kj

)
sj

)

= exp

(
∞∑
j=1

(−1)j

j
(1− 21−j)

∞∑
k=2

sj

kj

)

= exp

(
∞∑
j=2

(−1)j

j
(1− 21−j)(ζ(j)− 1)sj

)
.
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�

As the areal zeta Mahler measure is the generating function of the areal higher Mahler measure,
it can be used to compute this last one by taking successive derivatives and evaluating at s = 0.
For example, the first few values are given by

mD,1(x+ 1) =0,

mD,2(x+ 1) =
ζ(2)− 1

2
,

mD,3(x+ 1) =− 3(ζ(3)− 1)

2
,

mD,4(x+ 1) =
3(7ζ(4) + ζ(2)2 − 2ζ(2)− 6)

4
=

3(19ζ(4)− 4ζ(2)− 12)

8
,

mD,5(x+ 1) =− 15(3ζ(5) + ζ(3)ζ(2)− ζ(3)− ζ(2)− 2)

2
.

6. Conclusion

We have obtained formulas for the areal Mahler and its generalizations for various rational
functions. In most cases the results are connected to evaluations of polylogarithms leading to
special values of functions with arithmetic significance such as the Riemann zeta function, and
Dirichlet L-functions. In this sense, the results are analogous to what is obtained in the case of the
standard Mahler measure.

However, there is a crucial difference between the areal case and the standard case. In the
standard case, there is a way to assign a weight to the terms in the formula, that typically results
in formulas of homogeneous weight 1. For this, we recall that the length one n-th polyogarithm
has weight n. The logarithm is associated to Li1(z) and it has therefore weight 1. The constant π
arises as an evaluation of the logarithm and therefore has weight 1. Finally, we assign weight one
to the Mahler measure itself. Taking the weight multiplicatively, we have, for example, in Smyth’s
formula (2) that m(1 + x+ y) has weight 1, while L(χ−3, 2) has weight 2 (as it is the evaluation of
a dilogarithm), while π has weight 1, giving a total weight of 1 on the right-hand side. In contrast,
the terms on the right-hand side of the areal Mahler measure (5) do not have a homogeneous

weight. While the term 3
√
3

4π
L(χ−3, 2) has weight 1, the term 1

6
has weight 0 and the term −11

√
3

16π
has weight −1. This suggests that if there is a connection between mD and the regulator, it will be
more difficult to describe than in the standard case. It would be nevertheless interesting to explore
the possibility of such connection.

None of the formulas considered in this article correspond to rational functions whose Mahler
measure is related to special values of other L-functions, such as L-functions attached to elliptic
curves. For example, the following formula was conjectured by Deninger [Den97] and Boyd [Boy98]
and proven by Rogers and Zudilin [RZ14]:

m

(
x+

1

x
+ y +

1

y
+ 1

)
= L′(E15a8, 0),

where L(E15a8, s) denotes the L-function associated to the elliptic curve 15a8. A natural question
and direction of future research would be to evaluate the areal version of the above formula.
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